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Summary

This thesis is a report of my quest for understanding a few of the many processes that
shape the Martian polar regions into the wide variety of landforms that have been observed
with various spacecraft during recent years.

The main part of this work is dedicated to the study of relatively small (10m-1km)
features in the South polar regions called spider patterns. We collected observational
data available from Mars Global Surveyor instruments (MOC, TES, and MOLA) of areas
where spiders were found. We modeled spider formation on basis of the scenario proposed
by Kieffer (2003). We checked two stages of Kieffer's scenario: first, the cleaning of
CGO, slab ice from dust, and then, the breaking of the slab ice plate under the pressure
built below it by subliming ice. Our modelling indicates that spherical grains can reach
the bottom of a 1 m thick layer of CQce in a relatively short time of less then 20 days.
During the beginning of spring, the dust sinking rate is higher than the ice sublimation
rate at the top of the slab. Spherical dust grains can sink so fast that the€lecomes
completely clean of dust. If the dust particles are randomly oriented thin disks, then only
the upper part of ice will be cleaned. At a latitude of 35t will take between 1 and
20 days to build enough pressure below a slab to break it. The plate should break before
L, = 175°. Our results support scenario proposed by Kieffer.

Spider patterns are found in the so called cryptic region. Part of the cryptic region
significantly changed its appearance between 2001 and 2003. This change may be related
to the global dust storm of 2001. We modeled the seasonal ice sublimation/condensation
cycle to show that the evolution of this area of the cryptic region was affected by the dust
storm during the year 2001. The model includes self-consistent treatment of sublimation
and condensation of GGand HO ices, and was used to calculate surface temperatures
and the thicknesses of G@nd HO ice layers during these two years. Our modelling
shows that the dust storm lowered surface temperatures in spring, and thus caused later
than usual seasonal sublimation of both,G(d water ices. The dust storm also consid-
erably decreased the surface albedo. These two important effects almost cancel: the solar
flux is reduced during the dust storm, but at the same time the dust that precipitates onto
the surface reduces the albedo. Thus, the surface absorbed a bigger fraction of the solar
radiation. The surface temperature stayed at about 146K for almost half of the Martian
year, both during 2001 and 2003. We also studied the influence of surface roughness.

We used images of lee wave clouds acquired by HRSC to infer the velocity of the
driving wind. Wind speeds have only rarely been measured on Mars, although knowledge
about them is essential for understanding the local climate and evolution. HRSC images
taken during orbits 68, 719, 751, 1096 show lee wave clouds distinct enough to measure
their wavelength. We infer wind speeds of 24.5 - 25.2thfsom these images.






1 General Introduction

1.1 History of Martian polar observations

1.1.1 The first detection of polar caps and early observations

The polar ice caps are the most conspicuous albedo features on the surface of Mars, there-
fore it is not surprising that they were among the first features to be identified on the Mar-
tian surface. During 1659 Christiaan Huygens was the first to detect albedo features on
the planet. Three martian oppositions later, during 1666, Giovanni Cassini made about
twenty sketches of Mars at the observatory in Bologna. He was apparently the first to
notice bright markings at Mars’ poles. Probably this was the discovery of the polar caps.
Since then they have been observed often during more then two centuries by terrestrial
observers and with instruments onboard many spacecrafts.

One of the sketches by Huygens in 1672 shows the South cap. Maraldi made obser-
vations during every opposition from 1672 to 1719, and he was lucky in that Mars came
closer to the Earth in 1719 than it would for another 284 years.

Maraldi described both polar caps but refrained from calling them ice-caps, and merely
wrote about "white spots”. He also discovered that the center of the South cap is not at
the rotational pole, reported about temporal changes of the cap in connection with with
equatorial dark areas, and described a dark band around the edge of one cap, which he
interpreted as melted water.

Frederick William Herschel, between 1777 and 1784, was the first to suggest the polar
caps consisted of ice and snow that grow and shrink with the season. He observed Mars
during the oppositions from 1777 to 1783 and reported on this in a paper called "On the
remarkable appearances at the polar regions of the planet Mars, the inclination of its axis,
the position of its poles, and its spheroidal figure; with a few hints relating to its real
diameter and atmosphere”. Hershel estimated the inclination of Mars’ equator to its orbit
plane at around 3Qand thought the seasons on Mars to be similar to the terrestrial ones.
He speculated that the polar caps are thin layers of ice and snow.

Nicolas Camille Flammarion summarized the knowledge about Mars in a two-volume
tome. The first volume was published in 1892 and had the following notes about obser-
vations of the polar regions before 1830 (from Kieffer et al. (1992)):

"There are also on Mars white spots, marking its poles. These spots vary with season,
increasing in winter, diminishing in summer. They submit to the influence of the Sun like
our polar ice. We can consider them to be ice or snow.”

"These polar snows are not situated exactly at the extremities of the same diameter
and do not mark absolutely the geographic poles. These poles are generally covered. But,
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1 General Introduction

at the epoch of minimum, they are reduced to a white point approximately circular that is
removed a certain distance from the pole”

1.1.2 More recent telescopic observations

During the first half of the 20th century, all possible technics of observational astron-

omy (visual, photographic, spectrometry, radiometry and polarimetry) were used to study
Mars. There are various reasons why it is difficult to observe the Martian polar caps from
Earth:

- they are quite small

- the polar regions are inclined toward the Sun (and hence better visible from Earth)
during spring and summer and the other way around during winter and fall. Therefore
it is much easier to observe the polar caps when they are shrinking than when they are
growing. Thus, deposition phases for both polar caps are hardly documented.

- the perihelion of the Martian orbit is situated near Southern summer solstice. There-
fore, the recession of the South polar cap can be observed at higher spatial resolution than
the Northern polar cap.

- during the most interesting seasons of fast changes - spring and fall, both caps tend to
hide below clouds. The most famous phenomenon of this type is the polar hood - haze that
covers the whole polar area during the beginning of both condensation and sublimation
phases. This haze is easy to confuse with freezing/subliming surface albedo changes,
especially from Earth based observations that have low spatial resolution.

- observations in the visible are complicated by the near coincidence of the terminator
with the edge of the cap. This also applies to spacecraft observations.

The oppositions, when Mars comes closer to Earth, offer the most favorable periods
for Earth based observations.

Since the time of Cassini the Martian polar caps were thought to consist of water
ice or snow, analogously to the polar caps of Earth. This was the opinion of most Mars
observers, even though the Dutch astronomer Gerard Kuiper’s found evidence in 1947 of
carbon dioxide on Mars from telescopic observations: he discovered two relatively strong
bands of CQ near 1.um on one of his spectrograms. Later he found three more near
2.0um. At that time CQ was the only known constituent of the Martian atmosphere.
However, CQ was considered as a minor atmospheric component for a long time - until
the flight of Mariner 4. As the first space probes visited the planet they proved that carbon
dioxide is the main constituent of the atmosphere, and hence, that it possibly contributes
to the polar ices.

Many telescopic observations were made to monitor seasonal changes of the polar
caps. As noted above, the recession phase of the caps is better documented than the
deposition phase. From the beginning of the 20th century, the Martian polar caps were
observed during all oppositions. These observations indicate that the North polar cap
remains roughly circular during the whole period of its recession, while the South polar
cap shows asymmetric recession, which results in a relatively small residual cap shifted
by 6.5 from the geographic pole. The list of observations can be found in Kieffer et al.
(1992).

Light from the surface cap is almost unpolarized while clouds reflect strongly polar-
ized light. Therefore to separate between the appearance of the atmospheric polar hood
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1.1 History of Martian polar observations

and the growing of the seasonal polar cap, the Northern cap was observed with a po-
larimeter (Focas 1961). The polarization signature of the polar hood is very similar to
that of other clouds. As spring progresses, the cloud-polarized light from the polar region
is diluted by unpolarized light from the polar cap.

Continuous observations of the Martian polar regions proved that clouds and hazes
are locally important phenomena. Both the condensation and deposition processes on
the polar caps depend on atmospheric condensate and dust clouds, and on advection and
surface deposition of dust.

In addition to Earth-based telescopic observations Mars was monitored in a number
of observational programs of the Hubble Space Telescope (HST) (Cantor et al. (1998),
Wolff et al. (1999), Bell et al. (2003)). These observational programs included moni-
toring of polar cap regression rates as well as large scale atmospheric features like polar
hood or semitransparent transient clouds (Shkuratov et al. 2005).

1.1.3 Spacecraft observations of polar regions and ices on Mars

An American spacecraft, the Mariner 4, performed the first successful fly-by of Mars
during 1965. Its photographs revealed a heavily cratered Moon-like surface, some of the
craters touched with frost in the chilly Martian evening.

The analysis of two sets of radio occultation data indicated that the surface pressure
might be only 4 or 5 mbar. Such low pressures were below the triple point of water and
forced the conclusion that water is only stable as ice or gas on the present Mars.

Mariner 4 also measured temperatures of the Polar cap surface to°l@=--8 low
for water ice. As CQ@ was already known to be the main component of the Martian
atmosphere (95.32), the low temperatures hinted at the existence of frozep. CO

Mariner 6 and 7 were the second pair of Mars missions in NASA's Mariner series of
solar system exploration in the 1960s and early 1970s. In 1969, Mariner 6 and Mariner
7 completed the first dual mission to Mars, flying by over the equator and South po-
lar regions and analyzing the Martian atmosphere and surface with remote sensors, as
well as recording and relaying hundreds of pictures. The infrared radiometer onboard of
Mariner 7 measured the temperature of the South polar cap, it appeared to be 150K - i.e.
the condensation temperature of LOAt the same time, measurements of the infrared
spectrometer showed polar cap temperatures of 203K, indicating water ice.

Russian spacecrafts also contributed to Martian polar exploration. For example, the
optical instruments in infrared and visual wavelengths on Mars 3 yielded good data. Sur-
face temperatures at the North polar cap were close to carbon dioxide condensation tem-
peratures and condensation clouds of subwere observed.

Mariner 9 was the first spacecraft to orbit Mars. It transformed the image of Mars
once again; after Mariner 9, Mars was no longer considered to be a dead desert planet.
The spacecraft arrived at Mars in the middle of a global dust storm and observations had
to wait until the dust settled down in the atmosphere. After this, it discovered a different
planet than expected: Olympus Mons proved to be a giant volcano, Valles Marineris was
discovered, a grand canyon stretching 4,800 kilometers across the planet’s surface. Even
more surprisingly, ancient river beds were carved in the landscape of this seemingly dry
and dusty planet.

Mariner 9 images revealed that the remnant summer cap of the Southern pole was
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1 General Introduction

surrounded by a thick sequence of layered deposits. And additionally that carbon dioxide
survived all year long at the Southern residual cap (Paige et al. 1990).

The S-Band Occultation Experiment measured the temperature of the lower atmosphere
near both the poles. In winter it appeared to be close to the sublimation temperature of
carbon dioxide, whereas during spring the temperature over the North pole was much
warmer than over the South pole.

The Infrared Spectrometry Experiment took more than 20,000 spectra. It showed
evidence of gaseous carbon dioxide, water, entrained dust, and ice crystal clouds.

Two identical Viking spacecrafts, each consisting of an orbiter and a lander, were
launched in 1975. These missions were the first to land a spacecraft safely on the surface
of another planet. During 1976 the Viking orbiters made extensive observations. In par-
ticular, they showed that the Northern polar cap had a surface temperature of about 200 K
indicating that it was too warm for ice of carbon dioxide - it had to be water-ice.

The Mars Atmospheric Water Detectors (MAWD) produced global maps of the quan-
tity of water vapor at all seasons, thus revealing the seasonal cycle of vapor transport and
demonstrating that the residual Northern polar cap in the summer was water ice.

The Infrared Thermal Mappers mapped the temperature, albedo and thermal inertia of
the entire surface; they detected a lot of local dust storms and demonstrated along with
MAWD, that the Northern polar cap in the summer was water ice; the residual South polar
cap was covered with CQrost.

Viking images revealed that layered terrains exist at both North and South pole. There
have also been many studies, both in the visual and IR, focussing on the shape of the
North polar cap during its recession (James (1979), James (1982)). They revealed that
the North polar cap stays circular and has its center on the geographical pole during its
recession. A similar study for the South pole (James et al. 1979) showed the cap’s
asymmetry during recession.

The next successful mission to Mars that contributed enormous amount of data to
the polar investigations is the Mars Global Surveyor (MGS) (Arden et al 2001). It was
launched November 7, 1996 and to date still continues its extended mission. Since itis in
polar orbit, MGS is a perfect mission for polar science. The polar science objectives of
MGS cover a wide range of open questions. In brief these are: the shape and volume of
the residual polar caps and the polar layered deposits; nature, stratigraphy and evolution
of meter-scale landforms in polar regions; seasonal polar cap evolution as well as short
time scale changes, study of atmospheric conditions to gain better understanding of the
past and present climate. These objectives are addressed by three instruments:

- The Mars Orbiter Camera (MOC) (a description can be found in chapter 2.2) pro-
vided images of both polar regions with high spatial resolution of up to 1m per pixel. The
polar regions are well covered by MOC, and some places were observed several times to
monitor seasonal changes.

- The Mars Orbiter Laser Altimeter (MOLA) (briefly described in section 2.3) pro-
vided global elevation maps, including the models of the polar cap. It also derived sea-
sonal thickness of carbon dioxide layers on the poles (Aharonson et al. 2004);

- The Thermal Emission Spectrometer (TES) (Christensen et al. 1992) contributed
with highly accurate monitoring of surface temperatures.

Data of all three instruments were used for this work.

Another orbiter that is still active is Mars Odyssey. It was launched on April 7, 2001.
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1.2 Martian polar caps and their role in the martian climate and evolution

The primary science mission lasted until August 2004, currently Odyssey is in its ex-
tended mission.

Less than a month after the science mapping campaign began, Odyssey’s Gamma Ray
Spectrometer detected copious hydrogen just under Mars’ surface in the planet’s South
polar region. Researchers interpret this hydrogen as an evidence for frozen water. At the
moment, global maps of hydrogen in the first meter below the surface are available. These
show the presence of water on both poles during local summer, while during winter the
signatures of water decrease and can even disappear completely, aseCGfOndenses
onto the surface (Litvak 2004).

Mars Express (MEX) is the latest spacecraft sent to Mars. Mars Express was launched
onJune 2, 2003 from the Baikonur Cosmodrome in Kazakhstan with a Russian Soyuz/Fregat
launcher. After its six-month journey the orbiter successfully entered Martian orbit on
December, 25, 2003.

MEX is in an almost polar orbit and offers great opportunities for studying polar re-
gions. Section 5.3 offers a description of HRSC, one of its instruments. We use data from
HRSC to estimate the wind velocities in polar regions in section 5.5. Another instrument
that made various discoveries concerning the polar caps is OMEGA - a visible-infrared
imaging spectrometer.

Mars Express cooperates with NASA's twin robot geologists, the Mars Exploration
Rovers, which are presently working on the surface of Mars. These were launched on
June 10 and July 7 of 2003, to search for answers about the history of water on Mars,
and landed on Mars January 3 and January 24, 2004. The collaboration includes, among
others, atmospheric studies.

During the first year of its mission, MEX already collected numerous observations of
the polar regions. Among them: HRSC images of both polar caps; detection of a broad
range of clouds, including those over poles also made with HRSC (chapter 5.1), detection
of perennial water ice in the South polar cap (Bibring et al. 2004) and monitoring of
North polar cap evolution during summer (Langvin et al. 2005).

1.2 Martian polar caps and their role in the martian cli-
mate and evolution

The polar caps are composed of polar residual ice and polar layered terrain. The bulk of
the residual cap is mainly water ice, in winter each cap is covered with a seasonal coating
of CO, ice. This seasonal cover extends to-B0° latitudes and approximately has a
thickness of 1m (Aharonson et al. (2004) and Smith et al. (2001b)).

The layered terrains consist of layered ice and dust mixtures. The layered deposits are
approximately centered on the poles. Until now it is unknown how much of them is dust
and how much of it is ice, presumably their structure hold a record of the climate history
of the planet. The layered terrain has a smooth surface that is almost free of craters,
indicating that it is geologically young. On both poles show numerous valleys which
form giant spiral patters. At the North pole these spirals are oriented counter clockwise,
in the south the spirals wind the other way around. Equator facing slopes of the valleys
expose layers of brighter and darker material and are mostly defrosted during summer.
The average thickness of each layer ranges from 10 m to 50 m. These layers vary in
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1 General Introduction

albedo, reflecting their varying proportion of dust and ice. They are probably the result of
volatile and dust accumulation during geologically long time intervals, and are therefore
commonly expected to contain a record of the martian climate, that extends back at least
~ 10° — 10® years. The question how to read this record is one of most exciting questions
In martian polar science.

The polar caps are reservoirs for atmospher©tand CQ (Malin et al. 2001).

Each year the mass of complete varies by several tens of percent due to the freezing
and subliming of the seasonal ¢@olar ices. Surface pressure measurements of two
Viking probes recorded these seasonal variations. The residual caps are important for
the martian water cycle because of their ability to act as sources or sinks of atmospheric
water. Seasonal Cerves as a cold trap for water.

The polar regions are subject to an active wind regime. Since the early condensation
and sublimation of a significant part of the atmosphere generates strong winds. Thermal
contrasts caused by the latent heat of ice, and strong albedo changes can also generate
regional winds. In addition, the topography of the polar regions is sufficient to generate
slope winds. Wind patterns near the poles are easy to detect from a variety of frost and
dust streaks, as well as by dune fields. In chapter 5 we give an example of how winds
were measured above the North polar cap. The formation of €&uds and snowfall
during the Martian polar night is still far from understood but it is a widely addressed
topic (Colaprete and Toon (2002), Titus et al. (2001)). Presumably most of théecEO
condenses directly onto the surface, but a fraction should also condense into snowflakes in
the atmosphere, thus strongly influencing the radiative properties of the atmosphere and
the Martian surface (Forget et al. 1995).

Another interesting atmospheric phenomenon connected to the polar caps is the polar
hood. The polar hood is a haze which form over the cap in fall during cap condensation
and covers the full cap. This haze appears when atmospheric temperatures drop below
the condensation point. The polar hood also shades the cap underneath thus cooling the
surface.

Here we conclude, that polar processes can be sensitive indicators of the global cli-
mate. Therefore, surface features associated with the poles are indicators of climate evo-
lution. how we have to interpret this record of earlier climates is a complicated question,
not in the least because of the huge differences between the North and South poles (Fish-
baugh and Head IIl (2001), Thomas et al. (2000)).

1.3 Differences between South and North polar caps

Mars possesses a general asymmetry between the Southern and the Northern hemispheres:
Southern hemisphere is approximately 5km higher than Northern, and much more cratered.
Due to the eccentricity of its orbit, Mars is closer to aphelion during the Southern
winter, and close to perihelion during the Southern summer. Therefore, the winter is
longer and colder in the Southern hemisphere than in the Northern. This creates clear
differences between the two polar caps: the seasonal South polar cap is larger than the
North cap. In the South seasonal frosts extend to betweérasiD-55 latitudes, in the
North to roughly 585.
It is useful to introduce a calendar based qnthe areocentric longitude of the Sun.
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1.3 Differences between South and North polar caps

Figure 1.1: North (left panel) and South (right panel) residual polar caps.

L, gives Mars’s position in its orbit relative to the Sun-Mars line at the Northern spring
equinox, which marks the beginning of Northern spring. This point is defined at.

The Northern spring lasts from;l= 0° to 9¢°, summer from 990to 180, fall from 180

to 270, and winter from 270to 360 (or 0°). Algorithm of moderately accurate closed-
form representation of Lis described in Allison (1997). lis calculated in terms of mean
anomalyM (or mean longitude with respect to the perihelion) and the right ascension of
the "fictitious mean sunévg,s.

At o000 = (JD — 2451545.0)

M = 19°.41 + (0.5240212 ° /d) At o000
apps — 270039 + (05240384 o/d)AtJQOOO

Ls = arpys + (100691 + 3°.7 - 10_7d_1AtJ2000> SIH(M) +
+0°.623 sin(2M) + 0°.050 sin(3M) + 0°.005 sin(4M) (1.1)

While an average Mars solar day (or "sol”) is only 39 minutes, 35.2 seconds longer
than the terrestrial 24 hours, a Mars solar year is 1.881 Earth years, or 668.59 sols. The
25.2 tilt of the planet’s equator with respect to the plane of its orbit imposes an Earth-like
progression of the seasons. For more details of Martian orbit parameters see Table 1.1.

During the winter, both polar caps are centered on the geographical poles. However,
during the spring recession, they show different behavior: the Northern cap retreats almost
symmetrically, while the position of Southern one becomes asymmetrical with respect to
pole - its center is offset from the rotational pole by about Big. 1.1 show how both
caps look during the local summer. The Southern residual cap has a much smaller size
than the Northern one.

The mean albedo of the Southern polar cap is higher than that of the Northern one.
Dust contained inside the ice modifies the albedo, which can explain this difference. Most
probably, the reason is that most of dust storms occur during the Southern summer. The
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1 General Introduction

Element Symbol Numerical Value
Perihelion Date t, 1999 Nov 25.46
(mean element) =JD 2451507.96
Areocentric longitude of Perihelion L, 250°.98
Anomalistic Year Tanomal 686.995% = 668.6141°
(perihelion-to-perihelion)

Tropical Year (fictitious mean sun) 7. 686.97258 = 668.5921°
Mars solar day sol | 24"39735.244 =1.02749125%
Orbital Eccentricity e 0.0934+0.0001 2Adst—72000
Orbital Longitude of Perihelion w 336°.04+0.00012/gpst—72000
Mean Solar Distance a 1.52366 AU = 2.2793610%km
Obliquity € 25°.19

Table 1.1: Mars mean orbit and rotational elements (J2000) (from Allison (1997)).

dust suspended in the atmosphere shadows the Southern areas from the Sun’s radiation.
Meanwhile, CQ condenses in the North. It nucleates around dust grains, thus retrieving
the dust from the atmosphere. In winter, when the Southern cap forms, the atmosphere is
clear, and thus very clean G@ondenses in the south.

Another difference between the two polar regions is that in the North the seasonal CO
completely sublimes away during the local summer, revealing the permanent water ice
cap. Unlike the Northern region, the South polar region stays cold enough during summer
to retain frozen carbon dioxide. Viking Orbiter observations during the late 1970s showed
that very little water vapor comes off the South polar cap during summer, indicating that
any frozen water that might be there remains solid throughout the year. At the South
pole the carbon dioxide ice never completely disappears. The OMEGA team reported the
identification of water ice in the residual South cap during summer, when the polar cap
is smallest (Bibring et al. 2004). This water ice was detected ip-{L€e areas between
CO,-covered places.

Besides the listed global-scale differences, the images from MOC NA show clear
differences of topography of Southern and Northern polar regions.

The most typical surface features in the South polar areas are:

- Spiders patterns(Fig.1.2, a) Branching radial troughs emanating from central de-
pressions were called spiders because of their unusual morphology. Spiders and their
formation are addressed in chapters 2 and 3.

- Swiss cheeséFig.1.2, b) The surface of the residual South polar cap partly shows
pattern that resembles sliced swiss cheese. It was for the first time noted by Thomas et al.
(2000). Shown here is a frost-covered surface at the very beginning of Southern spring
in which two layers are evident: a brighter upper layer with swiss cheese-like holes, and
a darker lower layer below the "swiss cheese” pattern. Many other images show these
flat-floored, circular pits that are usually about 8 meters deep and 200 to 1,000 meters in
diameter. They grow outward by about one to three meters per year (Byrne and Ingersoll
2002). These features uniquely exist within the South polar cap of Mars.

- Fingerprints (Fig.1.2, c) Some portions of the martian South polar residual cap have
long, somewhat curved troughs instead of circular pits. These appear to form in a layer of
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1.3 Differences between South and North polar caps

Figure 1.2: Examples of different types of terrain near the South pole. a) First panel:
summer time of the spiders. This image, MOC m11-02368, was takep28B.88 at

the location 232.5W 87.1T'S. The image width is 7.15 km at a resolution of 2.75 meters
per pixel. The Sun illuminates the scene from the lower right corner. b) The middle panel
represents a subsection of MOC NA image e10-00804 acquired during Southern summer
at L,=267.05. The image shows circular depressions called swiss cheese. The imaged
location is 87.00S, 5.67W, and covers an area of 1.49 km across with a resolution of
1.45 meters per pixel. ¢) The right panel is an example of the fingerprint terrain. This
MOC image m03-06756, was obtained during early Southern spring on August 4, 1999.
It shows an area of 3 x 5 kilometers at a resolution of about 7.3 meters per pixel. The
image is located near 869, 53.9W.

material that may be different than that in which "swiss cheese” circles and pits form, and
none of these features have any analogs in the North polar cap or elsewhere on Mars. This
picture shows the "fingerprint” terrain as a series of long, narrow depressions considered
to have formed by collapse and widening by sublimation of ice.

In contrast, the Northern cap regions have:

- Dark dune fields (Fig. 1.3, a, b ) Dunes with a very much smaller albedo than the
bright ice covering the surface around them. The shape of them appeared to be modified
by the wind, prevailing in the area.

- Cottage cheesdFig. 1.3, ¢ ) The North polar cap has a relatively flat surface,
covered with pits, that resembles cottage cheese.

The differences between the North and the South pole is not yet fully understood.
For example, the processes that lead to the formation of specific surface features should
include the interaction of surface and atmospheric volatiles, wind activity, dust sedimen-
tation, changing insolation conditions on both seasonal and on longer time scales. Over
the next years, ongoing investigations will address many unsolved questions in polar sci-
ence and, in doing so, vastly enhance our understanding of the nature and evolution of the
poles. Martian polar regions are likely to remain a high priority objective of current and
future exploration.
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1 General Introduction

Figure 1.3: Three examples of typical North polar landforms. a) A sub-field of MOC
NA image showing dark sand dunes. The dominant winds, which are responsible for
these dunes, blew from the lower left. The dunes are located neaN/@57.2W. The
picture covers an area that is 3 km wide; sunlight illuminates the scene from the upper
right. b) Middle panel: North polar dunes in late winter, imaged in January 2004. At
the time, the dunes were covered with frost. The location is°R.B2.8W. The image
covers an area about 3 km wide. The sunlight illuminates the scene from the lower left. c)
The right panel shows, at about 3 meters per pixel resolution, a surface of the North polar
ice cap of Mars that is informally called 'cottage cheese’. This picture was taken during
Northern summer, the scene is located near°®2.829.6W, and covers an area 1.5 km
wide by 3 km long.
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1.4 Outline

1.4 Outline

Although the Martian polar regions have intensively been observed, a lot of questions
remain unanswered. A few examples:

- How were the present polar caps formed? What is the origin of the polar layered
deposits? Can these layers be interpreted as a climate record?

- What is the present climate above the caps?

- Why are the South and North polar regions so different? Why is the South polar cap
not centered on the geographical pole?

- What causes the small-scale differences between the Northern and Southern polar
caps? How do spiders, swiss cheese, cottage cheese form?

The main part of this work is dedicated to the study of relatively small (10m-1km)
features in the South polar regions - spider patters. As spiders were found inside (and
only inside) the South polar regions, they must somehow offer clues about processes
acting in the South, but not (or differently) in the North.

In chapter 2 we present and discuss observations of spider patterns areas, in particular,
from the Mars Orbiter Camera and the Mars Orbiter Laser Altimeter. We gathered the
collection of spider images from MOC, listed in appendix. The spatial distribution of
spiders was compiled on the base of this collection. We also discuss various properties of
spiders.

Chapter 3 is dedicated to the modeling of spider formation. We check the model
proposed by Kieffer (2003) and show its feasibility.

Chapter 4 is an attempt to understand the interannual variability of areas of spider
formation: we model the local CQand water ice thicknesses and surface temperatures
of the location, that was imaged by MOC during two different years and showed large
differences in albedo.

In chapter 5 we use HRSC images of the North polar cap to estimate wind velocities
over the area. Wind speeds have only rarely been measured on Mars, although knowl-
edge about them is quite important if one wants to understand the local climate and its
evolution.
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2 Spider patterns in the Martian
cryptic region - observational data

2.1 Cryptic region and CO, slab ice

2.1.1 Cryptic region detection

Cryptic region was first identified by Kieffer et al. (2000) from analysis of the Thermal
Emission Spectrometer (TES) data collected during the early part of the Mars Global
Surveyor (MGS) mission. MGS began mapping operations from Mars orbit on 1 March
1999 (L,=104). It monitors martian atmosphere and surface almost continuously. Since
the spacecraft is in an almost polar orbit, TES acquires very good coverage of the South
polar regions, thus allowing mapping polar cap recession, temperatures at the surface and
in the atmosphere and albedo features inside the seasonal polar cap. This unique data set
enabled the detection of Cryptic region.

Figure 2.1 shows the type of data Kieffer used in his work. The upper panel shows the
surface albedo of the selected areas of interest. The lower panel shows the temperature
of these regions (as measured with the TES equivalent of the Vikislg Among other
regions (such as perennial polar cap and Mts. Mitchel) there is a region called cryptic. It
is located between latitudes @and 73S and longitudes 158V and 310W. The plots
for this region are marked with red. From the albedo plot one can see that this region has
low (< 0.3) albedo for almost all values of, LThis albedo is compatible with the typical
albedo of martian regolith. During,Lfrom 180 to 230, the temperature is at the same
time below 160K. On Mars such temperatures indicate frozepniG® CG, ice, however,
should have higher albedo than 0.3. This contradiction, a combination of low temperature
with low albedo led Kieffer to name this region 'cryptic’. One of the first observations of
cryptic region by Kieffer et al. (2000) is shown in Fig. 2.2.

The boundaries of the cryptic region were defined by Piqueux et al. (2003) by con-
touring the albedo data at the value of 0.38. Only regions with albedos below this value
and located within the seasonal cap (which was determined from the data on surface tem-
perature) were considered to be cryptic.

The reasons for geographic distribution of cryptic material is still unknown. The
boundary of cryptic region does not correlate with any other properties of the surface
such as elevation, geological structure, chemical composition or thermal properties.

Piqueux et al. (2003) also showed how cryptic region evolves with time Fig. 2.3 from
their paper illustrates seasonal changes of cryptic region. Initially=tT5 the cryptic
region covers almost the full range of longitudes surrounding the residual polar cap. As
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Figure 2.1: This is the first observations of the cryptic region. The curves for cryptic
region are marked with red. From Kieffer et al. (2000).

the season progresses, the area designated as cryptic rapidly shrinks to a minimum at
L,=200. Then cryptic region begins to expand in the direction of 6G00’W. Between
L,=205 and 230 the cryptic region takes the form previously discussed by Kieffer et al.

Figure 2.2: Detection of the cryptic region. It was defined as area having simultaneously
low albedo &0.3) and low temperature<(L60K). This image shows surface albedo map
of Mars South Pole as measured by TES. From Kieffer et al. (2000)
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(2000). After this period cryptic region merges to the retreating edge of the seasonal cap
and fades from the view (Piqueux et al. 2003).

2.1.2 Optical properties of CG; ice and solid-state green-house effect

On Mars seasonal CQurface ice in polar regions recondenses every year. Condensation
happens by radiative cooling from nearly pure £8dmosphere. During such a process
two types of resulting solids can form: columnar crystals oriented along the diffusion
gradient or thick slab ice. The growth of both ice types were observed in laboratory
conditions (Kieffer 1968, 1970).

If the abundance of non-condensing gases is negligible, then a thick slab ice forms.
This is particularly true when the amount of gas between the condensation site and the
low-radiation background (space) is large enough that significant path lengths in the solid
are needed to generate appreciable emissivities outside the bands in which the gas absorbs.
In this case, which holds for Mars, the dominant radiative loss of the condensate is from
inside the bulk material. Growth perturbations outward from a planar solid interface, such
as a crystal spike growing upward, have a poor conductive path to the bulk solid which,
in turn, can radiate away the latent heat of condensation. Lacking a diffusion gradient at
the tip of such a spike, the condensation rate is limited by conductive heat loss, not by
abundance of molecules in the gas phase, and this tip is at a disadvantage for condensation
relative to the bulk solid. Thus these perturbations do not grow, and the expected steady
state form is a thick slab with a smooth surface.

In the presence of some amount of non-condensing gas there will be some diffusion
gradient of the condensing gas towards the condensation sites. If one assumes that both
the temperature gradient and the concentration gradient of the condensate are linear across
this layer, then, because of the nonlinear dependence of saturation pressure on tempera-
ture, the partial pressure will be above the saturation pressure throughout this layer. Under
this condition, if there is adequate heat conduction down the spike into the substrate (from
which radiation is efficient), then spikes sticking up into this diffusion gradient become
the favored site of condensation and they will grow more rapidly than locations deeper
into the diffusion gradient.

TES spectra in the 2&m region indicate that the cryptic regions of cold-dark material
consist of a C@non-scattering ice slab composed of indeterminately large grains.

In this case the best solution to the paradox of low albedo together with low tem-
peratures observed in the cryptic region is to assume that the surface with the albedo of
approximately 0.3 is covered by ice with the temperature of 160K. This cover is transpar-
ent and forms a slab consisting of large grained crystals. Then specific optical properties
of CO, ice, when it is exactly slab ice, play an important role and will be discussed nextr.

Optical properties are determined by the complex index of refraction, the imaginary
part of which is proportional to the absorption. Figure 2.4 shows the indexs of refraction
of three important components of martian polar regions - water ice, iG€) and dust
(the figure is adopted from Hansen (1999)). The top panel gives the real part of index
of refraction or refractive index, and the bottom panel the imaginary part of index of
refraction. The visible and near-infrared absorption of,G¢2 is rather uncertain, but
it is very small, and an upper limit can be set confidently. The main differences are in
the imaginary index, which is low in both ranges for £©e, low in the visible and
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Figure 2.4: The optical properties of G8lab ice (thin line), hexagonal water ice at 180
(heavy line), and palagonite dust (dashed line) in the visible/near infrared (Q:dlathd
thermal infrared (9-50m). From Hansen (1999)

high in the infrared for water ice, and relatively high in both ranges for dust. Dust has
higher absorption than GQr water ice in the visible, and GQce has significantly lower
absorption in the thermal infrared than water ice or dust.

Solid CG, is very transparent, which is quite unusual for geological materials. This
leads to peculiar radiative behavior, the so called "solid-state greenhouse effect”. The
solid-state greenhouse is analogous to the classical atmospherical greenhouse. If a sur-
face consists of the particles which are neither dark nor optically thick most solar radiation
passes the surface without being absorbed. The solar radiation (which has a maximum
intensity in the visible, see Fig. 2.5) is then absorbed either gradually over a large dis-
tance while penetrating downward below the surface, or at some opaque layer below or
embedded within the transparent layer. The absorbed energy is then reradiated as infrared
radiation. It can not easily escape from most media since most transparent solids have
strong absorption bands in the IR. Therefore, in the case of a medium which is optically
thin in the visible and opaque in the thermal infrared (as, @®), energy is deposited
below the surface, and thus the average temperature of interior layers should be higher
than the average surface temperature.

The importance of such subsurface heating for the behavior of planetary ices was first
noted by Brown and Matson (1987) who introduced the name "solid-state greenhouse
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effect”.
This effect plays a big role in the cleaning of €@e and in the formation of spiders.
It is discussed in the following chapters.

2.2 Spidersin MGS MOC images

2.2.1 MOC polar observations

The Mars Orbiter Camera (MOC) is one of the instruments onboard Mars Global Surveyor
(MGS) which began mapping operations on Mars orbit on March, 1 19991(04) after
its launch on November, 7 1996.

MOC has three cameras (one narrow-angle and two wide-angle cameras) that are de-
signed to obtain high spatial resolution images of the surface of Mars and lower spatial
resolution, synoptic coverage of the planet’'s surface and atmosphere. More detailed de-
scription, operations, and primary science objectives for this instrument can be found in
Malin etal. (1992) and in general overview of the Mars Global Surveyor mission (Arden
etal 2001).

MOC is primarily a telescope that enables extremely high resolution images of se-
lected locations on Mars. Using the narrow-angle (NA) camera, areas ranging from 2.8
kmx2.8km to 2.8kmx25.2km (depending on available internal digital buffer memory)
can be imaged at about 1.4m/pixel spatial resolution. Additionally, lower-resolution im-
ages (to alowest resolution of about 11m/pixel) can be acquired by pixel averaging. These
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Figure 2.5: Solar flux at 1AU after Kurucz et al. (1984)
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2.2 Spiders in MGS MOC images

Figure 2.6: a. The subsection of MOC NA camera image M04-01718: image longitude
9.59W, latitude 64.87S, scaled image width: 2.80 km, solar longitude=190.3Z; b.

The subsection of MOC NA camera image M04-00674: image longitude 34R,24ti-

tude 87.02S, scaled image width 2.82 km, solar longitude186.86 c. The subsection

of MOC NA camera image E07-00829: image longitude 254/3atitude 85.72S,
scaled image width 1.42 km, solar longitude=R13.76.

images can be much longer, ranging up tox580 km at 11m/pixel. Hight resolution
data is used to study sediments and sedimentary processes, polar processes and deposits,
volcanism, and other geological/geomorphic processes.

The MOC experiment also consists of two wide-angle (WA) cameras with red (575-
626 nm) and blue (400-450 nm) band pass filters (WAR and WAB). The MOC wide-
angle cameras are capable of viewing Mars from horizon to horizon and are designed
for low-resolution global and intermediate resolution regional studies. Low-resolution
observations can be made on every orbit, so that in a single 24-hour period a complete
global image of the planet can be assembled at a resolution of about 7.5 km/pixel. Re-
gional areas (covering hundreds of kilometers on a side) may be imaged at a resolution
of better than 250 m/pixel at the nadir. Such images are particularly useful in studying
time-variable features such as clouds, the edge of the polar cap, wind streaks, as well as
acquiring stereoscopic coverage of areas of geological interest. MOC'’s wide angle color
images can be used to distinguish between surface and atmosphere dust and ice clouds.
E.g. the more features show up in blue, the more ice they probably contain, since almost
everything else on Mars is reddish.

Because of the 87inclination of its orbit, Mars Global Surveyor passes almost over
the poles every orbit. Since MGS makes 12.5 orbits per day, it offers great opportunity
for mapping the polar areas with all its cameras. Observations@ittBe poles are par-
ticularly dense since MGS passes here every orbit. The WA cameras enable global scale
monitoring of the polar caps evolution, while the NA camera can provide high resolution
images for detailed analysis.

Observations with the MOC NA camera revealed several classes of unusual small
scale features inside the South polar regions (Kieffer 2003) which are unlike anything
known on Earth. Among these features are:

e dalmatian spots (Fig. 2.6 a.),
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e swiss cheese (Fig. 2.6 b.),

e oriented fans (Fig. 2.6 c.),

e spiders (Fig. 2.7).

In the present chapter we discuss observations, distribution, and a model of formation
of spider patterns.

The name "martian spiders” was introduced by the MOC team to describe structures
that show several branches diverging from one common center. Soon after the first detec-
tion they were discovered to be negative topographical features (depressions) - i.e. radial
troughs or channels. This unusual shape and appearance of spiders caused a lot of specu-
lation about their origin ranging from carving by running fluid to explanations involving
biological species. Here we will try to argue in a favor of a model proposed by H.H.
Kieffer (Kieffer et al. 2000). It builds on the specific optical properties of,G@b ice.

The description of the model can be found in section 2.4.

The Planetary Data System (PDS) archives and distributes scientific data from NASA
planetary missions, astronomical observations, and laboratory measurements. In the present
study we used the PDS archives of the MOC images acquired during the full period of
MGS operations. Both wide and narrow angle camera images are in the archive and are
used for the work.

2.2.2 Spider patterns in MOC narrow angle images

Our area of interest surrounds the South pole of Mars and is limited to a minimum latitude
of 75°S. All MOC NA images in the PDS archive that cover regions inside this area were
checked visually for the presence of spider patterns. Images that contain single spiders,
spider arrays, or spider ravines were selected for further analysis. Each of such images
was counted as one entry. The archive covers the period from September 1997 to March
2004.

We found 326 images that contain spider patterns (Appendix A).

Figure 2.7: The subsection of MOC NA camera image M09-03484: image longitude
177.45W, latitude 76.83S, scaled image width 2.84 km, solar longitude=243.79.
Sunlight is from lower right corner.
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Figure 2.8: Left panel show the subsection of MOC NA camera image m08-03864: image
center longitude 209.2¥V, latitude 75.28S, scaled image width is 1.42km, image was
taken at L,=226.08 with the resolution of 2.76m per pixel. Left panel is the part of MOC
image e€09-00407: coordinates of image center are 26@/787.02S, image width is
2.99km, its resolution is 2.90 meters,4247.3L.

Figure 2.9: The subsection of MOC NA camera image m11-00280. The image was taken
at L,=275.04 at the location 274.7¥V, 86.97 with the resolution of 2.77 meters per
pixel, image width is 1.42km. The sunlight illuminates the scene from the upper left
corner.

Analysis of these images prove that spider patterns show a lot of morphological varia-
tions. They are of different sizes in a range from 40 m to 2 km, have different appearance,
form rows or distribute randomly.

First of all, spiders can have both dark or bright albedo features on a correspondingly
bright or dark background (Fig. 2.8), or they can look like topographical features, i.e.
depressions (Fig. 2.9). Spiders are very often associated with fan structures. Such fans
look wind-shaped (Fig. 2.10).

Sometimes spiders form rows that are aligned along a line. An interesting detail here
Is that they normally are all equidistantly separated from each other (Fig. 2.11). More
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Figure 2.10: The subsection of MOC NA camera image e07-00829. Image location is
254.63W 85.72'S, L,=213.76, image width is 1.42 km, resolution 2.77 meters per pixel.

Figure 2.11: The subsections of MOC NA camera image m16-00550 (on the left): im-
age is located at 187.5@/ 73.94S, its resolution is 1.38 meters, width is 1.06km and it
was taken at 1)=5.24; The subsections of MOC NA image e€09-00409 (on the right):
330.56W, 79.85S, image width is 2.94 km, resolution is 4.35 meters per pixel,L
247.32.

often spiders are distributed randomly over large areas (Fig. 2.9).

Appendix A offers a table which lists MOC images of spiders we found in MOC
archive. This table includes the image ID that is used in the Planetary Data System,
together with the observation time and image location. The table includes all images
that are used for our work. All the conclusions about spiders’ properties hereafter were
made on the basis of their observations in the South Polar cap. Spiders have not been yet
identified in the north.
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Figure 2.12: Spatial distribution of 327 detected images containing spiders from the South
pole down to 70S. Red line indicates the border of late cryptic region as it is defined by
Kieffer et al. (2000).

2.2.3 Spatial distribution of spiders. Are all spiders inside the cryptic
region?

Piqueux et al. (2003) found that almost all regions where spiders were identified lie
inside cryptic region. We checked this hypothesis with our sampling of spiders images.
Our selection has more spider images because it includes more recently taken MOC NA
data (taken from October 2003 till March 2004).

Fig. 2.12 shows the position of images that contain separate spiders or spider ravines
(blue dots) together with the border of the cryptic region as described by Kieffer et al.
(2000) (red line). Clearly, quite a number of images lie outside cryptic region defined
in this way. However, more accurately this cryptic region has to be called "late cryptic
region”. As we noted in the discussion of the cryptic region evolution (see chapter 2.1),
in the early spring (at approximately,£175’) the cryptic region almost symmetrically
occupies all the area around South pole. There is still a lack of data for the area from the
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Figure 2.13: Seasonal distribution of detected spiders. Histogram shows number of MOC
NA images of spiders with and without fans depending on L

South pole to 8T5 for that season. In the strict sense we do not know if these areas show
cryptic behavior or not.

2.2.4 Fan structures, winds and seasonal distribution

As was noted above, spiders are very often associated with fan structures. Examples are
shown on figures 2.10 and 2.14 (low panel). Among 178 spiders’ images from MOC data
archive (except for the last release) about one third (58 images) show fan structures.

Spiders with fan structures show also non homogeneous distribution depending on the
season. Fig. 2.13 shows the histogram of spiders’ images with and without fans depending
on L, i.e. season. Starting from the beginning of the spring (when insolation allows the
observations over the South pole) spiders with fans start to appear with roughly the same
frequency as those without fans. On the other hand images with fans have not been found
after L,=280) which corresponds to the beginning of summer in Southern hemisphere.
All the images that were taken during summer time show spiders without fans. By this
time all of the seasonal CQce has sublimed away. This means that spiders are active
features that evolve while martian season progresses from winter to spring, and then to
summer. Hence, main active processes in the areas of spider formation and evolution can
be expected to happen during the spring time.

Fans over spiders basically look as if loose material emerged from a local source and
was redistributed around the surface by wind. Majority of fans have being shaped in
one direction over the considerable area that leads to the conclusion of one preferential
direction of winds in this area. If this is a true assumption, generally the direction of the
fans should correlate with average wind direction on the spot. As the wind directions
from observations for such a fine scale are not available so far, we could only use results
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0801730

Figure 2.14: Upper panel: the wind direction field from the Martian Climate Database.
The small black rectangle in the middle of the plot is the trace of MOC image r08-01730.
Lower panel shows the section of this image in the same (polar) projection.
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from the models of Martian atmosphere circulation. Fig. 2.14, upper panel, shows the
wind direction field taken from the Martian Climate Database (Forget et al. 1999). Itis
shown for the part of South cap where MOC NA image R0901730 was taken for Oh local
solar time at L=210 - time when majority of spiders’ images with fans were taken. The
small black rectangle in the middle of the plot is the trace of MOC image. The subsection
of image itself is shown in the lower panel. The projections of both are polar and we can
directly compare the direction of winds and can say that it does not correlate completely
but at least winds blow away from the pole and the fans are also oriented northwards.
Of course local topography plays a very big role in changing wind directions. Also,
the resolution of the Mars climate Database is not sufficient for strong evidence on the
question. What we can conclude is that the fan directions are not in contradiction with the
mean wind direction over the area.

Some areas containing spiders imaged by MOC several times to allow the study of
seasonal or annual changes of spiders. In (Piqueux et al. 2003) one example of seasonal
changes of such area with spiders is shown and discussed. The appearance of spiders
changes considerably in chosen example while spring progresses to summer in South
regions.

In Fig. 2.15 we show the repeated observations of the same place at the location
265.87W, 86.14S. Images m09-00157 and e08-01159 were taken with 1 martian year
difference. Spiders appear on both images and show no significant annual changes. It
may indicate that either seasonal evolution does not change considerably appearance of
spiders (at least not so much that it can be noted with MOC imaginary abilities), or that
some areas do not exhibit activity as other areas do.

2.3 MOLA data of spider areas

The Mars Global Surveyor includes in its payload an optical remote sensing instrument,
the Mars Orbiter Laser Altimeter (MOLA). The primary MOLA objective is to determine
globally the topography of Mars by generating high-resolution topographic profiles at a
precision suitable for addressing problems in geology and geophysics (Smith et al. 2001,
Zuber etal. 1992).

MOLA has a diode-pumped laser transmitter that emits 8.5-ns pulses at 100-ms in-
tervals with an initial output power of 40 mJ per pulse. The instrument measures the
round-trip time of flight of a 1.0644m laser pulse transmitted from the spacecraft to the
surface. Combining these data with accurate location and velocity of the spacecraft al-
lows derivation of surface topography. On some pulses, reflections are also received from
ice clouds. The receiving optics, a Cassegrain telescope with a 0.5-m-diameter primary
mirror, focuses the return signal on a silicon avalanche photodiode detector. At the map-
ping altitude each laser spot illuminates about 160-m-diameter circle on the surface with
a spacing o~300 m (0.1 sec) per spot along the MGS nadir ground track. The range
measurements are quantized with 1.5-m vertical resolution before correction for orbit and
pointing errors. Relative error in altitude along profiles is 110 m, and the profiles are
being assembled into a global grid referenced to Mars center of mass with high absolute
accuracy.

There is only limited data available from MOLA for the images from our selection that
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Figure 2.15: The subsections of MOC NA camera images m09-0015285.94) and
e08-01159 (L=238.15) taken with the time difference of 1 martian year at the same
location 265.87W, 86.14S.
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Figure 2.16: MOLA data for the part of MOC NA image M0804688. Although MOLA

track crosses a big dark spider the elevation changes through the whole image are less
then 1 m.
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Figure 2.17: MOLA data for the part of MOC NA image M1103360. Several big spiders
are situated on the walls of valley.

show spiders. MOLA usually took the track along the MOC image, but not necessarily
the side where spiders are. Some general conclusions from analyzing MOLA tracks of
spiders areas are:

e Majority of spiders with average diametei300m are too small to be resolved by
MOLA.

e The only thing we can see in this case is the context topography of the area where
spiders are situated.

e Usually, the area surrounding spiders is flat.

Some big spiders can be resolved by MOLA and usually in this case they do not
stand out of context topography significantly. From shadows on MOC images spiders are
known to be depressions. Example in the Fig. 2.16 shows large dark spiders on the much
lighter background. The MOLA track shows that area is very flat and elevation changes
through the whole image are less then 1 m.

Another point that can be clarified from MOLA data is that spiders can appear on
inclined surfaces. Their branches can go both uphill and downhill. This supports the
hypothesis that they are not formed by flow or other gravitationally-bound processes. For
example, figure 2.17 shows several big spiders situated on the steep slope of 13 deg. The
spider has branches in both - downhill and uphill direction. Fig. 2.18 also shows spiders
(with fans) on two opposite walls of depression.

35



2 Spider patterns in the Martian cryptic region - observational data
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Figure 2.18: MOLA data for part of MOC NA image M0307160. Spiders with fans are
visible on the walls of the depression.

2.4 Conclusions

The most important observation facts on spiders are:

e sizes range from 40 m to 2 km;

e spiders are found only in South polar regions. They were neither found in other
places on Mars nor on other planets;

e spiders are found southwards off®and are concentrated in the cryptic region;

e spiders often show fan structures;

e spiders with fans have not been found after the beginning of local summer;

e the direction of fans coincides with the direction of local winds;

e usually, the area surrounding spiders is flat;

e spiders can form on inclined surfaces.

We intend to explain all the discussed properties of spiders with the formation model
that we discuss in section 3.
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3 Modeling of spiders

3.1 Formation of spiders

In 2003 H.H. Kieffer proposed a model for the formation of spiders Kieffer (2003).
He based his model on a combination of specific optical properties ofSD ice and
insolation conditions of the cryptic region during spring time. The formation process is
divided into 3 stages:

1. Formation of C@slab ice with dust.

2. Ice cleaning due to solar insolation.

3. Breaking the ice by sub-glacial pressure and formation of channels.

A more detailed description of these stages is given directly below. After this we will
offer a quantitative formulation.

Dust embedded in CQ slab ice

The Martian atmosphere always contains some dust suspended in it. During winter time,
a seasonal CQce cover forms over the polar region. The condensation of @@y take

place on the surface or in the atmosphere. In the latter case it will later precipitate to the
surface as snowfall (Forget et al. 1998). Dust grains serve as condensation nuclei for
growing CQ crystals, and independent of which process forms the ice, dust precipitates
from the atmosphere to the surface. As a result, a certain amount of dust is embedded in
the forming ice (Fig. 3.1, upper panel).

CO, ice cleaning

Dust grains rest in the ice until the Sun rises over the horizon during spring time. Since
CG, is very transparent for solar radiation (see chapter 2.1.2) most of it is absorbed by
the embedded dust. As a first approximation, one could presume that all solar radiation is
absorbed by dust grains but not in the ice. We also assume that all of the absorbed energy
will go into sublimation of ice around the dust grain (Fig. 3.3). If the grain absorbs
enough solar radiation, then a high-pressure gas pocket will form around it. The warm
grain can not be in direct contact with solid ¢@t has to rest on the layer of gas. If

the gas bubble, with its dust grain inside, is close to the top of the slab - the bubble can
rupture. If not, it will move downward through the solid ice. Gas in the upper part of the
bubble receives little heat from the dust grain and freezes again. Therefore, vertical vents
that the grain leaves after its passage downward will close. The solar flux at the bottom of
the slab is smaller then in upper part of it, therefore dust grains hight in the slab get more
radiation and thus move faster then grains lower down. This concentrates the dust in the
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3 Modeling of spiders

during early spring, the dust is
suspended in the slab of G@e

Polar layered deposifs

as the Sun gains strength, the dust
gradually sinks downward through

the ice

Polar layered deposifs

wind direction after some time the CQce starts

ﬁo:vith antiaiiGd diis subliming starting at the bottom thus
creating geyser-like phenomena

seasonal cap

Polar layered deposits

Figure 3.1: Model of spiders’ formation by Kieffer (2003).
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3.2 Simulations of CQice cleaning process

lower part. In this way the ice is eventually cleaned from dust and the dust accumulates
at the bottom of the slab (Fig. 3.1, middle panel).

Ice breaking, formation of vents, channels and fans

While the dust moves downward, it continues to absorb more solar radiation than the ice
around and above it. Thus, the sublimation zone moves down with the dust grains.

Dust settled at the bottom continues to heat the ice. This in turn creates rise in pres-
sure under the ice. This pressure can possibly grow high enough to break the ice plate
after which the pressure releases through the formed vents. During the escape, the gas
will move loose material from under the ice and eject it on top of the ice. The process re-
sembles geyser. Velocities under the slab will depend on the geometry of the flow. In the
circular symmetric case the average velocity must initially decrease away from the vent.
However in reality symmetric case is unlikely to be stable especially because topography
below the ice is never perfectly flat. Most probably channels will develop. The moving
gas removes the material below the ice and redistributes it on top of the slab. The fans
visible in the MOC NA images may have formed in this way (Fig. 3.1, lower panel).

3.2 Simulations of CG ice cleaning process

3.2.1 Insolation of the South polar region

Seasonal insolation governs various processes on the polar caps. The amount of solar
radiation the falls on a unit area of the surface per unit of time depends on the geographical
location and season. A first approximation is:

cos(pto)

wheresS., - is the solar constant at the distance of Mas,is the surface albedgy -
the zenith angle of the Sun, and the atmospheric opacity.

The solar zenith angle at a given time of day can be calculated from the maximum
height of the sun on that particular day. The maximum height of the sun as a function of
latitudep and L is:

E = S.(1— A) cos(uo)exp (_—T) (3.1)

h= g — o —i-sin(Ly) (3.2)

wherei = 25.19° - is the Mars’ obliquity of the polar axis relative to the orbital plane.
Using 3.1 - 3.2 we calculate incoming energy at a given latitude for a given time of the
year.

Fig. 3.2 illustrates the insolation conditions in the polar regions of Mars. High lati-
tudes - i.e. higher 75 in winter have periods, when Sun does not rise over the horizon -
i.e. they are in the polar night. From the beginning of spring the Sun starts to rise above
the horizon on increasingly higher latitudes. When the summer approaches, the polar day
will begin. This is the time when the Sun is above the horizon continuously. For example,
at latitude 88 it begins around., = 205°.
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Figure 3.2: Number of solar hours and solar flux at the surface of the polar regions.
Curves correspond to different latitudes: red = 60°, blue -¢ = 65°, green ~p = 70°,
magenta <« = 75°, sky-blue - = 80°, black -¢ = 85°

Using equation 3.1 we calculate the energy that is received by,asf@a®ice and dust
grains inside it.

3.2.2 Single particle modeling

Let us assume that a single dust particle is embedded in a slab of ice. We assume that the
CGO, slabice initially is 1 m thick. This is represented by the two dimensional simulation
box with size: 1m per 1cm.

We consider two types of dust grains: spheres, and cylinders with a height/radius ratio
= 0.1. The particles have: radius, material density, and the position (x z,) in the
slab. We chose the x-axis to be horizontally along the simulation box, and z - vertical,
with zero on the bottom of the box.

First of all, we need to know the amount of energy that our particle can get from solar
radiation that passed through the atmosphere and ice above it. Equation 3.1 gives the solar
radiation per unit area on the top of slab ice. Taking into account attenuation of energy
inside the ice, each dust particle will get an energy E
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3.2 Simulations of CQice cleaning process

CO; slab ice

W

Figure 3.3: Dust particle inside a slab of ice.

E,=s5,-E-exp < (3.3)

A

wheres, is the cross section of the dust particle exposed to the sun, the daesgy
calculated from equation 3.Hsis the path length light travels inside the ice before it
reaches the dust grain,

—4.7- RCOQ,)\ . dS)

1—1=2

d p—
* = sin(h)’

and the last exponential term represents the absorption of light inside the ice.

For the spherical dust grains, is alwayss, = 777“12). While for an irregular particls,
depends on the position of the sun. As an example of irregular particles we here consider
cylinders with a height/radius ratio = 0.1. These can be tilted to the vertical axis and the
amount of solar radiation that such particles get depends on the angle between its axis and
the direction to the sun. Denoting this anglgashes, will have an additional term and
can be calculated as

sp = 12 cos (1)

The radiation which a particle receives first immediately after sunrise is used to heat
particle from the temperature of the surrounding ice up to the temperature o @0-
mation, and only then for the sublimation of ice around the patrticle.

The amount of energy needed for heating the dust grain, and hence the time needed
for that, is rather small. The duration can be calculated as

t =V, 5,00dT/E,
whereV/, is the particle volume, ansl.., is the specific heat of material from which the

particle consists. For our calculations here, we use the specific heat of regolith. The
heating of dust grains does not take a lot of time: to heat a 1mm sized particle will take
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3 Modeling of spiders

parameter value units
solar constant on Mars S. =588.98 J/sec/m
gravity constant on Mars g=3.758 m/seé
ice albedo Aiee =0.8

regolith albedo Aseg =0.25

regolith density 0=3.0 kg/m?
specific heat of regolith Sreg = 0.40%4.184 | J/g/K
specific heat of dry ice Sice = 0.205%4.184| J/g/K
latent heat of vaporization GO L =635.0 J/g
CGO, ice density Oice = 1.56 kg/m?
particle mode radius ry, = 0.4 4m
effective radius of particles | r.;y = 1.8 @m

Table 3.1: Parameters for the €@e cleaning model.

less than 1 second. At later times the radiation that the dust grain absorbs will go into
sublimation of ice. We assume that all radiation goes into sublimation of the ice directly
underneath the grain only. Thus, ice does not sublime above or on the side of the patrticle.
With such an assumption, we can calculate the amount of ice that is sublimed and hence
the distance the particle can sink down:

dz = (3.4)
Qice * er
andm,.. is calculated as:
E
ice — , 3.5
Mice = o dT + L (3.5)

where E is calculated from equation 33,. is the specific heat of dry ice, L is the
latent heat of vaporization of GOdT is the difference of mean ice temperature and
the temperature of ice sublimation. As this difference for Martian polar conditions is very
small (about 1-2K), the first term in the denominator of the last equation can be neglected.

Using equations 3.1 - 3.4 we calculated the path of sinking dust grains through the
CGO, slab ice. Dust grains in our simulations are either spherical, or are cylindrically
shaped with height to radius ratio of 0.1. Cylinder-shaped particles are tilted from the
zenith by 10, 3C°, 60°, or 9C¢. Radius of all particles is 2.am. Cylinder-shaped par-
ticles were chosen to introduce some degree of skewness, especially, for contrast with
spherical grains. We can not expect real dust grains to have spherical shape. Therefore,
non spherical particles may help to estimate how skewness affects the sinking rate and
general duration of ice cleaning.

The amount of Solar radiation depends on the location (mainly latitude), here we
present results for the latitude & unless the opposite is mentioned. This latitude is still
inside the cryptic region but on its northern edge. All other parameters that were used for
the calculations are summarized in the table 3.1.

Figure 3.4 shows the simulated motion of dust grains inside slab ice. Curves show
the distance from the top of the slab to the dust grain center versus time. The simulation
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3.2 Simulations of CQice cleaning process

depth, m
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Figure 3.4: Distance from the top of the slab to the dust grain center versus time for
the discussed grains. 1: cylinder tilted by’ 3om zenith, 2: cylinder tilted by 60 3:
cylinder tilted by 30, 4: sphere, and 5: cylinder tilted by <10

starts at the beginning of Southern spring €.150°), near the time when Sun first ap-
pears above the horizon at the considered latitude @.76Galculations were made until
Southern summer (L= 300°).

Plotted curves are for:

1) cylinder tilted by 90 from zenith,

2) cylinder tilted by 60,

3) cylinder tilted by 30,

4) sphere, and

5) cylinder tilted by 10.

Curve 5 shows very fast sinking. It corresponds to the cylinder shaped dust grain
which is tilted 10 to the zenith, which moves down very rapidly. Obviously since it
has the smallest amount of ice below it and thus needs the smallest amount of energy
to sublime it. Moreover, its orientation yields the largest absorption of solar radiation;
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3 Modeling of spiders

l.e., the Sun is near the horizon, and the dust grain, since it stands almost vertically,
is almost perpendicular to the rays of the Sun. As a result of this, particles can travel
through 1 meter of ice in less than 5 days, even at the beginning of spring when the
amount of solar hours per day is still very small. The sun is generally very low over the
horizon in polar areas, this is especially true for the beginning of spring. Other cylindrical
particles (curves 1-3) receive less energy and also have bigger amount of ice below them
to sublime. Therefore, they move much slower, and horizontally-oriented particles (curve
1) move slowest of all. They reach only 40 cm depth in 50 days. Spherical particle
represents intermediate speed of sinking (curve 4). It can travel through 1 m of ice in less
than 30 days.

The conclusions for this calculations are:

e sinking rates highly depend on the shape and orientation of dust grains;

e spherical particles show intermediate sinking rates among other shapes;

e spherical particles can reach the bottom of the expected 1 m thick layer of ice in
relatively short time (about 20 days) after the beginning of spring.

The latitude of the place is important since the amount of solar radiation that reaches
the surface strongly depends on it. Fig. 3.5 shows the sinking rate of a cylinder particle
(cylinder shape, 30tilt to zenith) if it is situated at different latitudes 7S, 80'S, and
85°S. Clearly, the motion of the particle is driven by insolation: the curve for the highest
latitude is steepest because during spring the solar energy flux increases fastest for the
highest latitudes (Fig. 2.5). This implies that despite the Sun rising later at regions closer
to the pole, the dust grains there still have enough time to sink to the bottom of ice slab as
we will see below.

While the dust grain sinks downward, the upper part of ice heats up and sublimes
away. Due to its transparency, the process is quite slow, but nevertheless still noticeable.
We calculated the CQOice sublimation rate with the same assumptions that we used for
ice sublimation under the dust particle using the equation 3.5. The only difference is that
energy income E is from direct Sun insolation, and it was calculated from equation 3.1
using forA albedo of CQ ice.

For our model it is essential to compare two rates: how fast particles sink down and
how fast the slab shrinks from the top. Figure 3.6 shows such a comparison. Curve 1
depicts the depth of the cylindrically-shaped grains that are horizontally oriented, curve 2
is for the spherical particle (the same as curves 1 and 4 in the Figure 3.4). Dashed lines
represent the sublimation rates of ices with different albedos, i€®albedo strongly
depends on the amount of dust that is suspended inside. Therefore, we calculated subli-
mation rates for 3 albedo values: 0.3 - very dirty ice (albedo similar to that of the martian
regolith), 0.6 - ice with considerable amount of dust, 0.9 - extremely cleani€2O

If the thickness of an ice slab is 1 m, as it was assumed above, then spherical grains
sink to the bottom faster then the overlying ice sublimes away. this result is independent
of the albedo of the ice. For asymmetrical particle the situation is opposite: it will never
reach the bottom of the ice simply because the ice will disappear faster than the particles
able to travel downward through the full ice depth. We expect that, in reality, the sinking
rate of most dust grains will be somewhere between that of 1 and 2 in Fig. 3.6. This means
that downward velocity of ice sublimation and dust sinking are comparable. However, the
initial estimates show that during the beginning of spring the dust sinking rate is faster
than the ice sublimation rate. This allows to create at least a layer of dust-free ice, or for
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Figure 3.5: Sinking rate for cylindrical dust particle with a tilt of°3@ith the zenith for
different latitudes: black - 7%, red - 80S, blue - 88S.

the case of spherical dust grains, even a slab of ice that is fully clean.

All the estimates we gave until now, consider a single dust grain in a large slab,of CO
ice. Of course, in reality, there will always be many. This may have an impact on the time
that it takes the dust grains to sink down, most of all since the grains can shade each other.
In another words until now we considered optically thin regime, in the next chapter we
will consider optically thicker cases.
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Figure 3.6: The sublimation of CQce versus time is shown by dashed lines for three

different values of ice albedo. Two curves from Figure 3.4 are over plotted here: 1)
cylinder tilted by 90 from zenith, and 2) spherical dust particle.
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3.2 Simulations of CQice cleaning process

3.2.3 Dustinside anice slab

Atmospheric dust is very important for the Martian climate. The suspended dust interacts
with both visible and infrared radiation, modifies atmospheric heating rates and changes
the albedo of Martian surface through sedimentation.

Formation of slab ice at South polar regions occurs simultaneously with dust sedi-
mentation during the winter season. The dust sedimentation rate is a critical parameter
for our model of CQ ice cleaning. That is why we decided to pay more attention to
this point. Unfortunately there are only limited observational data for dust sedimentation
especially - for the Southern pole. Mainly due to specific insolation conditions but also
because there have not been any lander in the Southern hemisphere hight latitudes. Table
3.2 summarizes estimations on dust deposition rates from literature.

Deposition rates estimated starting with the same assumptions and using same method
can differ by orders of magnitude. These differences originate in the observational data.
For example, Pollack et al. (1979) calculate dust deposition rate from precipitation during
a dust storm. Thus using the averages for the whole planet may yield very different
deposition rates than using regional values. Especially near the poles the local values may
be quite different from the planet average. Also one always needs to make assumptions
on size distribution of the dust, the radii of the particles and on their density. This also
increases the scatter in the final results.

We couldn’t find any estimates on deposition rates in the South polar regions during
the periods when there were no dust storms. Therefor we used the approach of Pollack et
al. (1979) to approximate the amount of dust inside South polar slab ice.

As an initial step, let us approximate the mass of particles in the atmosphere. one can
find the mass loading of particles in the atmosphere.nLbe the mass of the particles
in a vertical column of unit horizontal cross section that extends from the surface to the
top of the atmosphere. It depends on the optical depthean particle radiug, and dust
particle density via

m = %fm' (3.6)

Let us assume that any observed decrease of the optical depth is the result of precipi-
tation of dust from the atmosphere to the surface and that the horizontal transport of dust
by the atmosphere is negligible. Then using the observed chang@An) equation 3.6
straight forwardly gives the dust sedimentation rate. This approach is good in a sense that
one only needs to measure the change in atmospheric opacity without caring for the time
it took the dust to settle onto the surface.

We will consider below only the dust particles sedimentation. Mean particle radius
and density arer = 2.5um, p = 3g/m? - the same that was used in Pollack et al.
(1979).

As we are interested in the sedimentation of dust during the time when condensation
of CO, occurs and slab ice forms we should consider the optical depth change over the
Southern winter time. The atmosphere over the South pole during the calm year (without
global dust storm) stays quite clear and this is especially true for the Southern winter time
. Atmospheric opacity stays below 0.1 over winter period and its changes are below 0.05
(Smith 2004).
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transfer  scattering
model for estimating
changes in the dust
coating  thickness
on the radiometrig
calibration targets of
Pathfinder

Year | Method Dust deposition rate | Equivalent Referance
layer
depth,in
[um per yr
1979 | Optical depth| 2 102g/cm?/yr upto | 7 (Pollack et al. 1979)
changes at 2 Viking
landing sites
20 1073g/cm?/yr 70
1990 | Atmospheric  dust 1.8 103g/cm?/yr 6 (Kieffer 1990)
loading and the
amount of CQ
actually deposited
2000 | Dust accumula{ 10g/m?/yr 3.3 (Landis 2000)
tion on the solar
panels of the Mars
Pathfinder
2001 | Two-layer radiative] 20-200um /yr 20-200 (Johnson et al. 2001)
transfer  scattering
model for estimating
changes in the dust
coating  thickness
on the radiometrig
calibration targets at
the Pathfinder site
2001 | Dust storm time 6-10 10'g/cm? /yr 2-3 (Cantor et al. 2001)
2003 | Using fading rate of 0.4g/m?/yr 0.1 (Schorghofer et al. 2003
slope-steaks
2003 | Two-layer radiative] 40-90pum /yr 40-90 (Johnson et al. 2003)

Table 3.2: Estimates of dust deposition rates.

According to equation 3.6 amount of deposited dust is proportional to change in the
atmospheric opacity. Fig. 3.7 a shows the thickness of the deposited layer as a function of
the change in optical depth. Let us define a two dimensional simulation box with a height
of 1 m and a width of 1 cm. For our simulation it is necessary to know how many dust
grains reside in this box. Fig. 3.7 b. displays the number of dust particles in this box.
When the opacity change is less than 0.1, less then 1000 dust grains gather in the box. We
will use this number as maximum value for our simulations.
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Figure 3.7: Depth of the layer of deposited dust (left hand panel) and corresponding
number of dust particles in a simulation box &dcm as a function of the change in
atmospheric opacity

For the more precise description of the size distribution of the dust that is deposited in
the ice and on dust sedimentation rates in South polar regions the one dimensional model
of Martian atmosphere developed by Inada (2002) was used. Her one dimensional model
includes precipitation of dust from an atmosphere with given opacity. The main equations
of this model are given below.

The initial atmospheric dust size distribution follows the modified gamma size distri-
bution (Toon et al. 1977). The number of dust grains with a radiug@f+dr in a unit

volume is:
dn = Ar®exp (—g (L)> , (3.7)
d’l" Y Tm

where A,«a, vy are constants, andl, is the mode radius of the distribution. The relationship
between the atmospheric opacitynd the number density of the dust is:

ar
dz

wherez is the altitudeg(r) is cross-section of the particle with the radiyandQ is
the extinction coefficient of the aerosol. The constant A is calculated by

= /dn -o(r)Qgdr, (3.8)

70

A=
o0
Zatop |, T €xD (‘W)

)

wherer is the optical depthZg,, is the top altitude of the opaque layer (in the model
20km),r.¢y andv. s are the effective radius and effective variance of the dust grains.

The effective radius, or the mean cross section weighted radius is defined as (Hansen
and Travis 1974):

J - mrin(r)dr

Teff = foooﬂr2n(r)dr ’

The effective variance, or the mean cross section weighted variance is:
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value units
k[ 1.38110 @ | [J/K]
my | 1.67.107%" | [kg]
g 3.69 [m/s?]
Pa 1.272107% | [kg/m7]
n 1.16107° [Ps x s]=[kg x ms]
Vi 295.94 [m/s]
Pp 2.510° [kg/m?]
Towrs | 230.0 [K]

Table 3.3: Parameters used in the model to calculate dust sedimentation rate.

fooo(r —Tepp)? - wrin(r)dr

rgff fooo mr2n(r)dr

Veff =
If v=1 then

_ 3Ha 1
Teff = ~o Tmy Veff = 374-

The effective radius and effective variance were estimated by several authors from var-
ious observations. Tomasko (1999) offers a summary on this topic. Werinypafl..85:m
andv,;;=0.25 atA\=896.1 nm in the model (Markiewicz et al. 1999).

Dust can move vertically by sedimentation and by turbulence. The transport is de-
scribed by the flux diffusion equation:

oCc  owWC  9p,K 0C/pa
ot + 9z 0z 0z
The terminal velocity of the dust is determined by the gravity of Mars and the viscosity
of CO, atmosphere. Applying the Stokes law,

=0 (3.9)

4
gm’?’ppg = 67NVt (3.10)

wherer is the particle radiusy, is the particle density; is the gravity,n is the dynamic
viscosity of CQ andV/,, is the terminal velocity of the particle. With the Cunningham
slip-flow correction, the terminal velocity is,

2

2
View = 22 (1 + oK), (3.11)
9n
where
1 2
Kn o l - Pa'r‘]/a
and

o = 1.246 + 0.42 exp (_]%87> .

n
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r, ®m

Figure 3.8: Size distribution of the dust sedimented from the atmosphere above polar
regions when assuming that the dust opacity of the atmosphere is 0.1.

K, is Knudsen numbel, mean free path of CQ p, is the air densityy, is the air
molecular velocity, and: is the coefficient. The air molecular velocity is derived by

2kT

Vo= :
Mde

wherek is Boltsman’s constant, andy is the molecular weight of hydrogen. Since
we need to calculate the maximum dust precipitation we set the upward air advection
velocity to zero. In addition the turbulence of the atmosphere is also neglected.

All parameters of the model are summarized in the table 3.3. During the calculation
the atmosphere is divided in 23 layers. The lowest layer (number 23) has the surface as
the lower boundary. The model was run for 1 Martian day. All the dust that resided within
the lowest layer after this time is presumed to be sedimented on the surface.

The optical depth is set to 0.1. The area is the South polar region. As an output of
the calculation we get the amount of precipitated dust over 1 Martian day and the size
distribution of the dust. Both of which we use later for ice cleaning modeling, which we
will introduce in next section. Fig. 3.8 shows the size distribution of the sedimented dust.
It is very close to atmospheric one, as it should be expected. The dust sedimentation rate
is calculated to be 1.81120440~ ! zm/m?/sec. This corresponds to 1.25180920 3
pum/m?/yr and means 1000 dust particles inside the simulation box Ziem.
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3.2.4 Net effect

We start with a two dimensional box 1 m high and 1 cm wide filled with,G€2 in

which dust particles are embedded. According to our calculations as described in chapter
3.2.3, such an amount of ice may contain about 1000 dust particles. The dust particles
are characterized by coordinates, z;) and radius-; and follow the size distribution as
discussed in chapter 3.2.3. The dust particles are either spheres (category 1) or cylinders
with a height to radius ratio of 0.1. The flat surfaces of the cylinders are given angles
with the horizontal plane of £030°, 60°, or 90" (categories 2-5 respectively). The dust
particles are randomly distributed over these five categories.

Most of the solar radiation that is absorbed by dust in the ice is absorbed by dust in
the top layer.

Dust grains in lower layers are shadowed by particles above them. They also have
more ice above them then those in the upper layers, and this ice obviously also absorbs
some radiation. Therefore, dust higher in the slab will sink faster than dust near the
bottom. This effect will influence the time in which the €8lab is cleaned from dust,
and hence generally model time scales.

To check if a given dust particle with numbiereceives solar energy at a given mo-
ment, or it is shadowed by a particle above, one can use two approaches:

1. An easy but slow way is to check directly whether any particle is situated on the
line that connects the Sun and particl@ he equation describing such a line is:

Z — Z; r — T;

Z—ZZ'_X—LIZ'i

where (X,Z) - are the coordinates of the Sun.

For each particle in the box (except for particliéself) it has to be checked whether
its center is closer to this line than the radiyslf this distance is smaller, the particle is
considered to be shadowed.

To avoid the boundary effects the simulated volume is cyclically closed. This way we
simulate semi-infinite medium in the x-direction.

To accelerate the algorithm, particles with z coordinates smallerzhare excluded
from this check from the beginning. We may do so since they can not cast shadows on
particles that lye above them.

2. Another way is to use a statistical approach based on the following ideas:

After the light beam gets into the host of particles, it is allowed to travel a free path
length | given by:

| = —llog R(0,1) (3.12)

wherel is the mean free path length between two subsequent scattering events and
R(0,1) is random number in the interval (0,1).

The mean free path lengthof light in the simulating box] depends on the concen-
trationn of dust that can scatter or absorb light, and can be given in in terms of the total
cross section:

= (3.13)
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3.2 Simulations of CQice cleaning process

For spherical particles; = 27r?.
In our casen - is the concentration of dust grains above the considered particle. It can
be calculated fronN - the number of particles with > z; :

N
= 3.14
T B 849
whereL is the thickness of ice slab, B is the width of the box (1 cm in our case).
The length of the path that light has to travel to reach the particle is

L — Zi
s = sin(h) (3.15)
whereh is the height of the Sun above the horizon.

From the comparison dfandsit is possible to determine whether the light beam hit
the dust grain on its way from the top of the slab to the particle

If sis bigger tharl, the light is free to pass through all ice between the top of the layer
and particleé without meeting any obstacle, thus particle not shadowed.

If sis smaller thar, light gets scattered or absorbed on the way from the top of the
ice to the dust grain at the coordinate z, thus partideconsidered to be shadowed.

We used both approaches to validate the model. Since they showed very similar re-
sults, we used much faster statistical approach.

If, after the check, a particle appeared not to be shadowed, the amount of energy it
receives was calculated according the equations of section 3.2.2. Particles change their
relative positions and should therefore be checked again for shadowing after each time
step.

Example calculations of dust particle sinking are shown in Fig. 3.9. The model starts
at L,=150 with a random, uniform distribution of dust inside the box (left panel of Fig.
3.9). The latitude is set to 75vhere the Sun first rises above the horizon betweerl &5
and L,=160 (see Fig. 3.2). Dust grains are then heated and sink downwards by subli-
mating CQ ice below them. On the middle panel, that corresponds td 807, approxi-
mately half of the ice depth has been cleaned from the dust. Within 20 days (right panel)
only a few particles remain inside the ice; most of the dust reached the bottom of the slab.
At this time, dust grains can start to boil the ice from below; the pressure underneath the
ice can rise to the point when it cracks the ice plate.

3.2.5 Energy flux

In the same way that dust particles inside the slab ice shadow each other, they also shadow
the surface underneath the ice. This prevents ice from boiling from the bottom and build-
ing high pressures that can break the ice plate. As dust sinks down, such shadowing
becomes less effective.

We can calculate total amount of energy that is withdrawn by dust still suspended
inside the ice from the total amount of energy that can be received by material below the
ice. We simulated what would happen to our box, filled with,G€® and dust, at 7>
(at the northern edge of the cryptic region). The box has cyclically closed boundaries.
To analyze the effect of ice purity we simulated several cases: with the amount of dust
inside the box 1000, 800, 600, and 400 particles. These numbers of dust grains inside
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Figure 3.9: Snapshots of G@lab ice cleaning.
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The downward motion of dust grains is shown.,A2Q0 slab ice is cleaned considerably.
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Figure 3.10: Energy removed from the total available energy flux by dust grains sus-
pended inside the CQce.

the ice were chosen from the calculations described in 3.2.3 for reasonable atmospheric
opacities, which can cause precipitation of these amounts of dust during the winter period.
For better understanding, we can associate the number of dust grains with atmospheric
opacities. The amounts of dust grains were calculated using the size distribution shown
in Fig.3.8.7=0.1 corresponds to about 1000 grains{N00),7=0.06 to N~800,7=0.04

to N=600, andr=0.02 to N~400.

Fig. 3.10 shows a calculation of the total amount of energy that is removed by the
suspended dust from the total available energy flux.

For example, let us consider the case with 1000 dust grain particles in the box. The
total amount of energy that is removed by these is shown by the blue curve. Starting
from the L,=143 the particles begin to receive Sun light and the amount of energy they
capture gradually increases. At the same time, the particles sink down; those that reach
the bottom of the ice slab are omitted from the calculations. This process decreases the
total amount of energy that is trapped on the way down. Atll48 the removal of dust
starts to prevail over the increase of solar flux. And @155 such a significant part of
the dust is removed that even the increasing solar flux can not compensate anymore.

The same process happens if the number of dust particles in the box is 800, 600 or 400
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3 Modeling of spiders

(green, magenta, sky-blue curves in Fig. 3.10 respectively). The only difference shows
up as maximum amount of energy that is removed.

The red curve in Fig. 3.10 is plotted for comparison. It shows the amount of energy
that reaches the surface below clean ice. For this calculation we assumed that the ice plate
began with a thickness of 1 m and then gets thinner with time due to ice sublimation. Thus,
the absorbtion of light in the ice decreases with time. Therefore, the increase of energy
with time (red curve, Fig. 3.10) is caused by two reasons: the increasing amount of solar
hours (Fig. 3.2) and the decrease of light absorbtion inside the ice.

For the modeling of spider formation the important point is the intersection of the
red curve with the other ones. It marks the moment when underlying material becomes
warmer than the ice and may develop the pressure rise through ice sublimation. For all
four curves this intersection lies betweep=IL50° and L,=15#. As this is still during
very early spring, we conclude that shadowing of regolith by dust imbedded inside the ice
may delay the formation of high pressure below the ice, but only for a few days and has
no major effect on the process of spider formation.
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3.3 Simulations of geyser-type eruptions and,Gb ice rigidity

3.3 Simulations of geyser-type eruptions and C@slab
ice rigidity
3.3.1 Calculations of stresses inside CQce plate

In the previous chapter we showed that {06 can become clean from embedded dust
before the ice is fully sublimed during spring. At given moment,G€e becomes so
transparent that the surface at the bottom of the slab receives enough energy that it be-
comes warmer than the sublimation temperature of the ice and starts subliming ice from
the bottom. Thus, COvapor will collect under the ice and induce rising pressure. Now
we will face another question that is important for our model of spider formation: how
long can the slab of ice resist the growing pressure underneath? To solve this, we have to
deal with the theory of elasticity.

Mechanics of materials and theory of elasticity deal with the internal behavior of var-
lously loaded solid bodies. The former uses assumptions based on empirical experience
to approximate the behavior of the materials under the investigated conditions. The latter
concerns itself largely with more mathematical analysis of the "exact” stress distribution
in the loaded body. In general, however, finding solutions using the theory of elasticity
Is quite difficult. The main differences between these two approaches are the extent to
which strains are described and the nature of simplifications that are used.

Mechanics formulae give average stresses sections. The theory of plates and shells
which formulates and solves the problems from rigorous mathematical analysis, is an im-
portant application of the theory of elasticity. The study of the mechanics of materials
and the theory of elasticity is based on understanding of equilibrium of bodies under the
action of forces. While the statics treats the external behavior of bodies that are assumed
to be ideally rigid and at rest, mechanics of materials and the theory of elasticity are con-
cerned with the relationships between external forces and internal forces and deformations
induced in the body.

Mechanics of materials and theory of elasticity methods are used to determine strength,
stiffness and stability of various loaded members. The complete analysis of a load-
carrying member by the so-called method of equilibrium involves three basic principles:

1. Statics. The equilibrium conditions of forces must be satisfied.

2. Deformations. Stress-strain or force deformation relations (e.g. Hook’s law) must
apply to the behaviour of material.

3. Geometry. The conditions of geometric fit or compatibility of deformations, must
be satisfied.

The solutions based on this procedure must satisfy some specified boundary condi-
tions.

For the spider formation model we will consider an ice plate under the load of gas pres-
sure from below. We will assume the plate to be circular with simply supported edges.
The pressure is uniformly distributed over the circular area in the plate’s center. Fig.3.11
illustrates this case. The plate is initially flat with thicknesses that is much smaller than
the other dimensions. The dimensions of our ice plate are chosen on the basis of measure-
ments of spiders and thicknesses of ice sheets. The latter depend on time during spring
season, and should therefore be calculated separately. The diameter of the plate is chosen
to be mean spiders’ diameter which is 300 m. We will now look at the problem of bending
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3 Modeling of spiders

of such a circular plate of constant thickness subject to symmetrical loading and boundary
conditions appropriate for simply supported edges.

The derivation of governing equations for such a system in cartesian coordinates can
be found in (Ansel C. Ugural 1999). The governing differential equation for defleation
of thin plates was first derived by Lagrange in 1811. It has a form:

o*w o*w oNw  p
) = = A1
0xt "o T o T D (3.16)
where o
D___ EU
12(1 — v?)

is flexural rigidity of the plate of thicknedsandp is the lateral load acting on the plate,

andv is the Poisson'’s ratio ]
B lateral strain

~ axial strain’

E is called the modulus of elasticity or Young’s modulus, it is the characteristic of
material. Modulus of elasticity relates stresto straine in Hooke’s law:

o= FEe

Normal strain is defined through the displacement of unit elemafdng x-axis:

1 Au B du
e = o AT T da

Formulas for bending and twisting moments in terms of the deflection are:

My = —D ’W | 9°W

Oz2 Oy?
My = —D (2% + 20 (3.17)
2
Mxy = —D(1— I/)gm—g\;

The vertical shear forces are relateaaipon derivation of the equilibrium equations:

Q= _Da% 88_3:22 + 88_;2
To determinew, it is required to integrate equation 3.16 with the constants of integra-
tion dependent upon the appropriate conditions.

If edges of plate are considered to be simply supported, the deflection and bending
moments are both zero. Hence

(3.18)

*w - 9*w

The first of these equations implies that along the edgea, Ow/dy = 0, 9?°w/dz* =
0. Therefore, conditions expressed by 3.19 may be written in the following equivalent
form
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0*w
92

Determination of the fundamental equations of a laterally loaded circular plate is eas-
ier in polar coordinates: radial angulard:

w=0 =0 (z=a) (3.20)

x=rcosf r?=2x%4y>?
y=rsind 0=tan"'% (3.21)

The governing differential equation for plate deflection in polar coordinates is derived:
2 10 1 0 Pw  1ow 1 9*w P
W= | — 2 [ = | =& 22
viw (8T2+7’8r+r2892) (0r2+rar+r2892> D (3.22)

The radial, tangential and twisting momeMs, My, My, and the vertical shear forces
Qr, Qy expressed through the vertical deflection of the plaie polar coordinates are:

or?

Mr =D 5% +v (25Y + 5 5Y)]
My = —D [150 + LW 1 oW (3.23)

062
Mro = —(1 =)D (L% — LW
Qr = —Dg (VW)

Q = ~Di 5 (VW)

Formulas for the plane stress components are written in the following form

(3.24)

_ 12Myz _ 12Myz _ 12Myez
ar = t3 , Og = t—37 Jreg = t3

whereMy, My, My, are defined from equations 3.23. The maximum stresses take
place on the surfaces of the plate £at +1/2).

(3.25)

Po

Y
B 2

Figure 3.11: Circular plate of radiaswith simply supported edges under a uniform load
on circular area of radius
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3 Modeling of spiders

We will consider only load that is independent of the argtar, by other words, we
will restrict ourselves to axisymmetric bending of the plate. For this case,/dply/,,
and@, act on the circular plate element. The moments and shear forces are:

My = —D (L9 1 ) (3.26)
The differential equation now reduces to:
2 10 o’w 10w P
4 (Y29 I B 3.27
vw <8r2+rar> <8r2+r0r> D (3-27)

If the plate is under uniform loading= p,, the general solution of Eq.3.27 is

4
W=c Inr+cor’lnr+csr® +c4 + % (3.28)
where c’s are constants of integration.
Consider the case of a circular plate of radius a with simply supported edges under
a loadp, uniformly distributed on circular area of radiegFig.3.11) we can integrate

EQ.3.27 and find and deflectienat the center of the plate

3(1 —v) poc?

W= —
16 Et3

[4 B+v)a® — (T+3v)c® —4(1+v) c%n%} : (3.29)

and maximum bending stressat the center of the plate

2 2
o= 3];’20 {4 —(1-v) 5 +4(1+) ln%} . (3.30)

If one knows the load to which plate is exposed then stress, calculated with the equa-
tion 3.30, can be compared to so called yield stress - the maximum stress that does not
cause the failure. Yield stress, as well as modulus of elasticity, is the characteristic of
each particular material. If the calculated stress is bigger than yield stress it means that
the plate will not sustain the load, it will cause failure of the plate. For the model of spi-
ders’ formation it means eruptions of gas from underneath the ice plate, i.e. appearance
of geyser structures.

3.3.2 Pressure below ice plate

To use equations 3.29 and 3.30 one needs to know the load on the plate. In our case
the load is caused by pressure of £€ubliming underneath the ice plate.For the first
approximation we consider the GQas to follow the ideal gas law, Then the pressure can

be written as:

T
P = M7 (3.31)

HCO,
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3.3 Simulations of geyser-type eruptions and,Gb ice rigidity

where R is the gas constant, T - instantaneous temperature of the&Quco, -
molecular weight of the CQ andg,,, is the instantaneous density of gas which can be
calculated for each following time step from the conditions on preceding one:

ans‘/(t) + Qiceaa_‘gdt

Ogas(t + dt) =
V(t)+ 9rdt

Then the pressure is calculated as:

RT 0, RT OV

P(t+dt) = Opas (?)

—dt, 3.32
//JCO2 V(t) 8t ( )
for two dimensional case
v _o:
ot ot
and
0z E

a B _Q’L'CEHCOQ’

whereHqo, - latent heat of C@sublimation, and E is absorbed energy per unit area
calculated from 3.1. Now the pressure is:

RT E(t+ dt)
dZ(t) HCOg

Using this formula together with 3.30 it is possible to calculate stresses that are pro-
duced in the ice plate by growing pressure underneath. The results of such calculations
are shown in Fig. 3.12. Red curve shows the dependance for the latitudeard
magenta curve for the latitude of . There is a steep increase of stress at the moment
when sun rises and the energy can pass through the dust in the top layer of ice. For the lat-
itude of 75S this happens at roughly, = 152°. Then the pressure grows with increase
of solar energy due to the rising sun. The same happens at the latitudeSoiv@h the
difference that the stress starts to grow later - arolne: 176°.

P(t+dt) = P(t) + dt. (3.33)

3.3.3 Discussion of material strength

A significant area of uncertainty is related to mechanical properties of <D ice. To
evaluate the model of spiders’ formation we need to know the moment when ice plate
breaks because it can not resist anymore the growing pressure. For this we need to know
mechanical characteristics of material under the stress, namely: yield stress, Young’s
modulus and Poisson’s ratio for G@lab ice. Unfortunately, as it does not belong to
usual engineering materials, the laboratory measurements of listed constants are absent.
In this work we used Young’s modulus and Poisson’s ratio measured for water slab ice.
Another difficulty is yield stress which has to be compared to the stress calculated above.
From the coring experiments (Garry and Wright 2004) it is known that for coring @f CO
slab ice one needs more power than for coring @DHce. It presumes that GQce is
stronger than water ice, but even so it can still be more fragile for fracturing. Since we
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Figure 3.12: Comparison of stresses inside ice plate that are produced by growing pressure below it to the yield stresses of different materials.
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3.4 Conclusions

have no experimental data for G@e, we compared stresses produced in oup @@

plate to yield stresses of different materials Fig. (3.12). Our set includes two types of
water ice: clean ice - yield stresg = 10° Pa; and ice with inclusions that make ice more
fragile - o, = 50 Pa, bricko,, = 3-10°Pa, glass,, = 1.5 10*Pa, rocks,, = 2- 10°Pa and
steelo, = 4 - 10°Pa.

We assume that CGslab ice yield stress should lie inside the limits of weakest and
strongest of these materials. It should be at least weaker than steel, but stronger than water
ice. With this assumption we can conclude that at latitud& fisessure will grow enough
to break the ice plate in order of minimum 1 day to maximum 20 days. The fracture of
plate should happen befofe = 175°. At more southern latitudes this process can only
start at this time.

3.4 Conclusions

We checked two stages of Kieffer's model of spider formation: cleaning of €&b ice
from dust and breaking the slab ice plate under the pressure built below it. Concerning
the cleaning of ice from dust our conclusions are:

e sinking rates of dust grain depend highly on grain shape and orientation;

e spherical grain can reach the bottom of a 1 m thick layer of ice in a relatively short
time of about 20 days, if the ice is located at a latitude 61575

e particles closer to pole start to sink somewhat later in the season, but due to the
steeper increase in incoming solar radiation, these reach the bottom of the slab even faster
than those on more northern latitudes;

e downward velocities of ice sublimation and dust sinking are comparable;

¢ during the beginning of spring the dust sinking rate is faster than the ice sublimation
rate. Spherical dust grains can sink so fast that the i€®becomes completely clean of
dust. If the dust particles are irregularly shaped, then only the upper part of ice will be
cleaned,;

e for an atmospheric optical depth of 0.1 we calculated a dust sedimentation rate in
the South polar region of 1.251809202 um/m?/yr;

e shadowing of grains by other grains doesn’t have a significant impact on the time
needed to clean a slab;

e shadowing of regolith below the slab by dust imbedded in the ice may delay the
formation of high pressure below the ice, but only for a few days and it has no major
effect on the process of spider formation;

e at a latitude of 75S it will take between 1 and 20 days to build enough pressure
below a slab to break it. The fracture of plate should happen béfore 175°.

For the effects considered so far, the model of spiders formation proposed by Kieffer
is feasible.
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4 Seasonal evolution of the Martian
cryptic region: influence of the
atmospheric opacity

4.1 Introduction

Observations of the Martian South polar regions with the Mars Orbiter Camera (MOC)
onboard Mars Global Surveyor (MGS) show diverse morphological features, such as
swiss cheese, spiders, dalmatian spots, oriented fans and others (Kieffer 2003). All these
structures result from interplay between solid £ ®@ater ice and martian dust. Conden-
sation and sublimation of ices, which are governed by changes of insolation during the
Martian seasonal cycle, produces these unusual forms that are never observed on Earth.
Mainly to monitor the evolution of such intriguing features, MOC repeatedly observes the
same areas. One region which contains spiders, and was observed several times by MOC,
drew our attention since its albedo changed dramatically from one year to the next.

These two images, E09-00028 and R08-01730 (Fig. 4.1), were taken in years 2001
and 2003 respectively with MOC’s NA camera. The region covered is around332.5
41°E. The area is outside of the permanent South polar cap, but during winter time it is
covered by seasonal G@nd HO ices. Images lie inside the cryptic region and partially
cover the area showing spider patterns. Both images show the same morphological fea-
tures, however differ significantly in surface albedo, the image from 2001 has a lower
albedo than the one from 2003.

The observed inter-annual variability may be related to the global dust storm that hap-
pened in 2001 and finished aroung=R30, i.e. just before image E09-00028 was taken.
The 2001 dust storm engulfed Mars completely for about 50 sols around the beginning of
southern spring. Southern spring began with a "bang” in late June 2Q6180l’) with
a series of large dust storms that in some regions were still occurring each day, well into
September (1=220).

Spring in the polar region is a time of fast sublimation of seasonal surfaces ices. At-
mospheric opacity plays a significant role in this process. When a dust storm occurs, the
increase of atmospheric optical depth has 3 major effects:

1. Solar flux onto the surface is decreased,

2. Heating of the atmosphere is increased;

3. Surface albedo is altered by the settling dust - in polar regions this lowers the albedo
below that of pure ice.

Here we model the seasonal ice sublimation/condensation cycle to show that the evo-
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Figure 4.1: The subsections of MOC NA images e0800028 and r0801730 of the same
grea showing year to year change of the surface albedo.




4.2 Observations

lution of this particular area of the cryptic region was affected by the dust storm during
year 2001. The storm lowered surface temperatures, and thus caused later than usual
seasonal sublimation of both G@nd water ices. It also decreased surface albedo.

4.2 Observations

Images of the area

Image E09-00028 targeted the area around°&.8FXE at L,=244.05 in 2001. Image
R08-01730 is another observation of the same areg=244.3 in 2003 - one Martian

year later. More details of observation parameters for both images are listed in the Table
4.1. Both of these MOC narrow angle images are shown in Fig. 4.6, together with the
plot of the surface albedo and TES measured temperatures.

One can see that areas in the beginning of the images and at the end significantly
differ in surface albedo while rough surface in the middle of the images stays the same.
Fig. 4.1 shows a closer view of the left sections of both images. Spiders features can be
clearly seen in both images. Their shapes appear very similar while the features that look
like fan-shaped deposits have changed appearance (but indeed, not orientation). The main
conclusion is again that surface albedos differ significantly between the two images.

Early south spring images with and without dust storm

By early July 2001, the martian atmosphere was so hazy that opportunities for high res-
olution imaging of the planet were very limited. Fig. 4.2 illustrates the difference of the
atmospheric conditions in 2001 and 2003. Both images, E08-00262 and R07-01697 were
taken at L,= 227. Earlier imaging of South pole regions is difficult because of low angle

of insolation. The left panel of Fig. 4.2 is the wide angle camera image E08-00262 taken
on September 4, 2001. It shows only few surface features, mainly the brightest regions
that are visible on the South polar cap, and it makes clear that the atmosphere is very
opaque with a large amount of dust suspended in it. Although the atmosphere over the

E09-0028 R08-01730
Longitude of the image center319.19W 319.17W
Latitude of the image center | 82.53S 82.55S
Solar longitude (L) 244.05 244.3%
Scaled pixel width 4.35m 4.35m
Local true solar time 15.78 decimal hours 15.86 decimal hours
Emission angle 18.00 17.99
Incident angle 63.56 63.66
Phase angle 49.87 52.28
North azimuth 112.95 112.00
Sun azimuth 53.2r 51.0r
Spacecratft altitude 375.45km 372.94km

Table 4.1: Observational parameters for MOC images E09-00028 and R08-01730.
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Figure 4.2: MOC WA camera images E08-00262 (left) and R07-01697 (right), both taken
at L,= 227 the first during 2001, the second in 2003.
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L 1 | L 1 |
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Figure 4.3: Surface temperatures measured by TES for time and location of images e09-
00028 and r08-01730.

South Pole is usually very clean, even polar area features are hardly visible in this image.
Thus the 2001 dust storm penetrated to the south polar region. In comparison, image
R07-01697 taken on July 24, 2003, shows a cleaner atmosphere. Below we will discuss
modeling results for particular area shown in Fig. 4.1 for years with different atmospheric
opacities. However, first we should check whether we really can interpret the observed
effect as the result of a global dust storm.

There are at least two other possible explanations of the observed inter-annual change
in the surface albedo. First, the difference could be explained if the observations were
made with different insolation and observing geometries. This would be especially impor-
tant since the Martian surface is hardly Lambertian. Differences in incident or emission
angles between the two images should change the amount of light reflected towards the
camera, but Table 1 shows the observation was repeated under the same conditions with
high accuracy. Differences in incident, emission, phase and other observational angles are
below 3. Therefore, we will neglect effects of insolation and observational geometry in
the following discussion. Another explanation could be that the weather differed signifi-
cantly between these two years, so that in one year there was more ice present than in the
other. The consequence would be a different surface albedo. A low albedo indicates ab-
sence of ice and such surface should have higher temperature. Surface with higher albedo
should have ice cover and low temperature.

TES temperatures

The Thermal Emission Spectrometer (TES) offers the possibility to check the last as-
sumption above. An estimate of the observed surface temperature is obtained from TES
infrared spectra in the band 1285-1315¢mT his window was used by the TES team for

the estimate of surface temperatures (Smith 2004). TES derived surface temperature for
the same orbits when MOC took images E09-00028 and R08-01730 are shown in Fig. 4.3
together with MOC NA images footprints. As one can see the surface temperature during
the 2001 are between 155K and 165K; i.e. at least 7K above sublimation temperature of
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CGO, ice. This in turn implies that surface is not covered with,G€e or at most only
locally in shadowed areas. Temperatures in 2003 are more scattered: from 150K to 175K.
But the main area of the 2003 MOC image has generally 5-10K higher temperatures than
in 2001. This is hard to explain considering the high surface albedo in 2003 and the lower
one in 2001. Moreover, it proves our assumption about albedo differences only as a result
of the presence or absence of O€e is incorrect. In addition, we can see that the middle

of imaged area is warmer than its edges in both years.

Wind direction and fans

Both images in Fig. 4.1 show fan structures superimposed on the spiders. They are all
oriented in the same direction but their fine structures differ between two years. This may
imply that spiders are active features and that the fans were reproduced each year. From
the statistical study of spider images taken by MOC we concluded that fan structures near
spiders appear only during beginning of the southern spring, i.e., befe@80. Fig.

2.13 shows the seasonal distribution of spiders with and without fans. We used 326 images
of spiders to compile these data. Fans associated with spiders were never found after
L,=280 which coincides with the time when GQce has completely sublimed away.
During both years the fans were oriented in the same direction. Probably the winds that
determine this, blew in the same direction during the spring of both years. We compared
the direction of the fans with winds simulated in the Martian Climate Database for the
southern spring (Fig. 2.14). One can see that direction of the preferential wind of the area
in spring coincides with the orientation of the fans.

Surface roughness from MOLA

The resolution of MOLA data does not allow to resolve such fine structure as seen in
MOC images. Several tracks exist for the considered area but all of them fall not exactly
in the area of images E09-00028 and R08-01730. Three of such tracks are shown in the
Fig. 4.5. MOC image r08-01731 lies to the side of all of them. All three MOLA tracks
indicate quite steep North-facing slope betweerf -83d -82.3. Latitudinal extend of

MOC images is indicated with red bar and covers the slope.

We used MOLA data for similar spider pattern regions to infer the approximate rough-
ness of the surface. Fig. 4.4 shows an example of such a region. The fine structure is not
resolved well, but the scattering of MOLA measurements imply altitude variations of
about 20 m within the measured footprints.

Overview of observational data for the area

- MOC images e09-00028 and r08-01730 show a significant difference in surface albedo
(Fig.4.6, middle panel).

- Middle part of both images shows no albedo difference and looks pretty much the
same as rough areas of other images with spiders, for example, Fig. 4.4.

- General inclination of the surface is close to JES temperatures show a slight
difference between the images: €09-00028 is generally colder than r08-01730, but the
difference is more pronounced in the middle of the images, where the surface seems
rough and show no albedo difference.
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Figure 4.5: Topography of area of interest. Upper panel shows MOC WA image, i.e.
contest image for NA image r08-01731. The red rectangle is the footprint of MOC NA

image r08-01731; blue, green, and white lines - footprints of MOLA measurements, they
are shown in lower panel plot. Red line indicates latitudinal extend of MOC footprint.
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Figure 4.6: The upper panel shows sections of MOC images e09-00028 and r08-01730.
The middle panel shows theulfF plots through these images. Blue curve corresponds to
the line in the middle of upper image, red one - to the same place in the image below. The
lower panel is the TES temperatures plotted in the same frame.

73



4 Seasonal evolution of the Martian cryptic region: influence of the atmospheric
opacity

We will try to explain these observational data with modeling in the following section.

4.3 Model description and results

4.3.1 Model description

The model used for the present work has been described by Kossacki and Markiewicz
(2002), Kossacki et al. (2003), and Kossacki and Markiewicz (2004). Full description
of the model is beyond the scope of the present work. Interested reader is referred to the
papers cited above. The model includes self-consistent treatment of the sublimation and
condensation of COQand H,O ices. In the current version we consider a smooth, hori-
zontal surface without any troughs and added warming of the surface by the IR emission
from the atmosphere.

4.3.2 Model results

The main aim of this work is to understand the thermal behaviour and visual appearance
of the area shown in the two images in Fig. 4.1. The model was used to calculate surface
temperatures and thicknesses of{&0d H,O ice layers for the corresponding conditions

of these two years. The coordinates of the modelled area correspond to the MOC NA
image center: 825 and 41E.

The seasonal sublimation of ices from the Martian surface is affected by various pa-
rameters. Among them are atmospheric opacity and surface/ice albedos. These could
be changed considerably during the dust storm in 2001. This is especially important for
the polar regions since, firstly, ice albedo changes dramatically by adding even a small
amount of dust (Hansen 1999), and secondly, the most important parameters for subli-
mation insolation processes are highly affected by the atmosphere.

Below we will consider the influence of these two parameters on the evolution of polar
area as well as make some investigations with the surface roughness of the area.

The most important parameter that changed between 2001 and 2003 is the atmospheric
opacity. For the calculations we used two scenarios of opacity change: a clear atmosphere
scenario - the opacity was set to 0.05, and dust storm scenario - the opacity varies from
0.05 to 0.2. These values are in agreement with TES observations discussed by Smith
(2004).

First we run the model with parameters set closest to the observed conditions during
the considered years. Fig. 4.7 shows the temperature of a smooth horizontal surface ver-
sus time. The solid line is for 2001 with varying opacity and an ice albedo 0.3, the dotted
one for 2003 with a clear atmosphere of opacity 0.05 and clean ice albedo 0.5. Surpris-
ingly, One can see that the calculated temperature curves are hardly distinguishable.

Two important effects almost cancel. The solar flux is reduced during a dust storm
but at the same time the dust that precipitates onto the surface reduces the albedo and
thus allows a bigger fraction of the solar radiation to be absorbed. In both cases the
surface temperature stays at about°¥or almost half of the Martian year, both during
2001 and during 2003. This temperature corresponds to the condensation temperature of
CG, ice. During spring, when the sun rises above the horizon there is a rapid increase of
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Figure 4.7: Seasonal changes of the surface temperature. Position°S 8adb 41E,

albedo of the ice-free surface is 0.25. The solid line is modeled temperature for the year
with dust storm (2001) - atmospheric opacity changes from 0.05 to 0.2, surface ice albedo
is 0.3. The dashed line corresponds to the year with clear atmosphere: opacity is 0.05, ice
albedo is 0.5.

temperature around,E250C. Later, after all the ice is sublimed, the temperature stabilizes
around 280K. Figure 4.8 compliments Fig. 4.7 and shows the modelled thickness £f CO
and HO ices for the same conditions. The maximum amount of condensgdai)
slightly differs (around L=200") between two years.

To separate the effect of albedo and atmospheric opacity we first fixed the ice albedo
at a value 0.3 and changed the value of opacity. The result for two different scenarios for
opacity behaviour is shown on Fig. 4.9 together with TES data for the same area. The
dotted curve is for an opacity of 0.05 and the solid line is for the dust storm scenario. The
observed TES temperatures are higher than modelled values argatl(t. since the
contribution of the atmosphere is not completely removed from temperatures measured by
TES. Unfortunately, we have no TES data fqor 250 for the year 2003. For the dusty
year, the agreement between the variable opacity model and the TES observations is rather
good, except from the period,£250 - 270°, where the increase of TES temperatures is
not as steep as in our model.
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Figure 4.8: Seasonal changes of ices thickness on the surface at the positi@eI3 1E. The solid line shows thickness of the Cice
and dashed one of the,B ice. Left panel is for the year with dust storm (2001) with atmospheric opacity changing from 0.05 to 0.2 and
surface ice albedo is 0.3. Right panel corresponds to the year 2003 with clear atmosphere. Opacity is 0.05 and ice albedo is 0.5.
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Figure 4.9: Influence of the atmospheric opacity on the surface temperature.

Further input parameter in our model that we varied is the albedo of the ice covered
surface. Fig. 4.10 shows that changing the value of the ice albedo shifts the beginning of
ice sublimation, i.e. brighter ice starts subliming later since it first needs the solar flux to
become strong enough.

Roughness of the surface may also have a very important impact on when the subli-
mation of seasonal ice starts. High resolution images of the surface reveal the presence
of very rough regions (see section 4.2). We do not have the altimetry data for exactly the
considered location, but expect the presence of several terraces and scarps. Any scarps
that are inclined toward the equator defrost significantly earlier than horizontal surfaces,
and later on the slopes oriented in the opposite direction. This, should result in some
smoothing of the average temperature rise that is associated with the defrosting of the
surface.

In Fig. 4.11 we present temperature profiles calculated assuming that most surface
is horizontal, but some fraction has an inclination of°l(@ashed-dotted curve) or 3
(dashed curve). Curves show that the roughness of the surface influences the temperature
in two ways:

- first, rough surface has an additional plato nead45'. It reflects the fact that areas
that faced to the North get more solar energy. Ice on them sublimes first and only then
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Figure 4.10: Influence of the ice albedo on the surface temperature.

the sublimation starts on horizontal areas. The rougher the surface is the higher the plato.
This because rougher surface has more sun-faced walls and easily gets heated. This is
also connected to the second effect:

- second, the temperature aftef=250 is higher for rougher surface because the
rough surface has bigger area that face the Sun, and hence, gets heated more.

Data from TES are also plotted on Fig. 4.11 and shows gradual increase of temper-
ature, not so steep as in our calculation with flat surface. It says in favor of the idea
that considered surface exhibits all degrees of roughness. Moreover, there is an apparent
plato in temperature rise from,E245 to L,=255. It can be explained with the mean
inclination of the surface.

MOLA altimetry data shows, that the considered region has a slightly inclined surface
by, on average, about three degrees. From MOLA data (discussed in chapter 4.2) we
could see that whole area of the image lies in the north-faced slope with approximately
3° inclination. The temperature profile calculated for such case is shown in Fig. 4.12. It
shows rather good fit to the TES temperature data with albedo of ice of 0.4 and albedo of
defrosted surface of 0.3.
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Figure 4.11: Influence of the topography on the surface temperature.

4.4 Conclusions

We examined the behaviour of the surface temperature anda@®HO ice covers in

the location 82.5S, 4TE during 2001 with global dust storm, as well as during clear year
2003. Horizontal surface during both years have roughly the same temperatures. The
amount of ice, as well as time of its sublimation are also the same for this two years on
horizontal surface.

The edges of images e09-00028 and r08-01730 show the biggest difference in albedo
of all area. At the same time they exhibit only slight difference in temperatures. This is
consistent with our model results for horizontal surface under two different conditions of
years 2001 and 2003. According to our modeling both images show ice free surface, or
at least the surface where ice can still exist only in small portion of shadowed zones. The
albedo difference comes from the dust that was precipitated from the atmosphere during
the great dust storm in 2001. This dust darkened the surface in image e09-00028.

On the contrary, middle parts of both images have the same albedo, but different tem-
peratures. During 2003 surface was slightly warmer in this area than during 2001. This
may be the sign for surface being rather rough: sun-faced walls get more solar energy,
ice on them sublimes earlier and faster, temperature of ice free surface rises higher. The
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Figure 4.12: Influence of the inclination of the surface temperature.

amount of solar radiation in 2003 was bigger than in 2001 due to shadowing of the surface
by dust in 2001. This allowed rough surface to get warmer in 2001, even possessing the

same albedo.

The main conclusion of our modeling is that global dust storm influences the local

conditions inside polar region in very different ways,
surface.
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5 Lee wave clouds in the Martian
atmosphere: observations by HRSC

Lee wave clouds are a well-known phenomenon in the Earth’s atmosphere. Usually they
show up as large and dense clouds that hover over the tops of the mountains. They can
prevail for long periods of time, and, even if there are very strong winds, they usually
are almost stationary. Lee wave clouds are formed by vertical deflection of winds on a
topographic obstacle; the air is forced to oscillate in the lee of the obstacle. In the crest
of the wave air rises up to the cooler region where condensation occurs due to adiabatic
cooling. In this way often a regular train of elongated clouds forms. This train of clouds is
aligned orthogonal to the prevailing wind if the obstacle is a mountain range or an isolated
mountain.

5.1 Observations of Martian lee-waves before HRSC

Martian clouds have been the subject of scientific interest for a long time. The understand-
ing of their appearance, distribution and behavior is closely related to the understanding
of the Martian water, dust and GQ@ycles. The existence of clouds in the Martian at-
mosphere was beyond doubt since the time of telescopic observations. In the first paper
devoted to the Martian climatology by Hess (1950) wind directions were obtained from
tracking clouds on the terminator and limb of Mars during the oppositions of 1894, 1896,
and 1924. Small clouds, such as streak clouds, wave clouds, dust plumes as well as
properties of these clouds, were discovered from spacecraft observations. However even
earlier several types of clouds were known: polar hoods, tropical clouds and, of course,
dust storms.

Since lee wave clouds in the Martian atmosphere are smaller then a few kilometers,
and thus too small to be visible with ground based observatories, they were observed for
the first time by Mariner 9 in 1971. French et al. (1981) made a catalogue of Mar-
tian clouds from mainly Mariner 9 and a few Viking Orbiter images. They marked the
following cloud categories:

e fog

e dust plumes

e streak clouds

e cloud streets

e wave clouds

¢ lee waves.

Added later were: thin haze, moderate haze and thick haze categories (Kahn 1984).
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Subsequently lee waves were regularly detected by Viking Orbiter and Mars Global
Surveyor (Wood et al. (2003)). MGS is in an almost polar orbit with a period of about
two hours. Its MOC wide-angle camera produces global swaths at 7.5 km/pixel. This
systematic spatial and temporal coverage offers ample opportunity to monitor clouds on
Mars. Also with the 2 MOC WA color filters (red 575-625 nm; blue 400-450 nm) it is
often possible to discriminate between dust and condensate clouds since the latter ones
are usually much bluer. All this allowed to plot spatial and temporal distribution not only
of general clouds but of their different types (Wang and Ingersoll 2002). Thus the MOC
WA imagery is a big help for studding the evolution and distribution of clouds as well as
their phenomenology.

Lee waves are frequently observed in both polar regions during fall and winter, and are
often superimposed on haze and streak clouds. In the Northern hemisphere their number
sharply increases arourdg ~ 170° and quickly decreases after ~ 20° of the next year
(Wang and Ingersoll 2002). This decrease of lee waves was also observed from Viking
images (Kahn 1984). Most probably it is caused by the decrease of atmospheric water
around that time. Viking occasionally observed lee waves in the Northern polar regions
during the local summer. These were never seen in MOC WA images, possibly since
the MOC WA images have lower spatial resolution than the Viking images: 7.5 km/pixel
versus 1.5 km/pixel (Snyder 1977).

Despite a general lack of ice condensate clouds in the Southern hemisphere, many lee
wave clouds were observed in the Southern polar region. The spatial extend of southern
lee waves are bigger then in the North mostly because seasonal polar cap in the South is
larger then in the North.

One disadvantage of MGS MOC is that the rather low spatial resolution of the wide-
angle camera prohibits the detection of lee waves clouds with wavelengths less then 15
km while the narrow-angle camera has a too narrow field of view to see a whole lee
wave cloud in one image. In addition it would be helpful to view the mountain on which
lee wave has been formed in one image. The High Resolution Stereo Camera (HRSC)
onboard of the Mars Express mission fills this gap in lee wave clouds observation.

5.2 Wind velocity measurement on Mars

Direct estimates of wind speeds are extremely rare for Mars. At the moment, wind speeds
have been measured in three ways: direct measurements by landers, from cloud observa-
tions and from coupling of atmospheric modeling with temperature measurements.

5.2.1 Direct measurements of wind velocities on Mars

Two Viking landing sites and Mars Pathfinder gave direct measurements on wind speed.
All three landed in equatorial/mid-latitudes areas, with the highest latitude of 4v¥.97

for the Viking 2 lander. During the accent of Viking landers wind profiles were obtained

as well (Seiff and Kirk 1977). Partial failure of the wind instrumentation on the Viking
Lander 1 demanded additional reduction of data from this site (Murphy et al. 1990). The
Viking landers were equipped with instruments to measure temperature and wind speeds
at a height of about 1.6 meters above the surface and they also measured atmospheric
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5.2 Wind velocity measurement on Mars

pressure (Hess et al. (1976), Hess et al. (1976)). Wind speeds were measured by
two small orthogonal hot film rods (the wind sensors) approximately in the horizontal
plane. The cooling rate of such rods is a measure of the wind speed. Power required to
maintain the overheat was measured and converted to wind component normal to each
sensor. Measured wind speeds were rather small (0.8 - 4 m/s) depending on time period
(during dust storm or before and afterwards).

The wind sensors on Mars Pathfinder were similar to those of the Viking Landers.
Near-surface winds on Mars were measured by a hot-wire anemometer sensor atop the
meteorology mast on the Pathfinder lander, 1 m above the spacecraft solar panels. The
sensor, designed and developed for Pathfinder, had 6 hot wire elements arrayed around the
periphery of a 2.5 cm diameter cylinder. This arrangement permitted definition of both
wind directions and their magnitudes. Winds during the early part of the mission, until sol
25, showed a systematic diurnal variation, increasing from 0 to 10 m/s during the daytime
hours, peaking at 13:00, then subsiding toward sunset. Daytime winds were also very
gusty, with gust magnitudes of a few m/s on a time scale of a few seconds. The winds
almost disappeared at sunset, but returned after 23:00, when a night flow began which
peaked at 4 m/s near 2:30 AM. From this peak until dawn, the winds were subsiding to
near zero at dawn. There also appears to have been a seasonal change in the wind patterns,
with more vigorous winds appearing in the morning hours near the end of the mission,
early autumn (Seiff et al. 1999).

5.2.2 Winds derived from the cloud motion.

Wind velocities can be measured by tracing stable clouds in the atmosphere. Ground-
based telescopes do not have sufficient spatial resolution for such studies. They are not
able adequately resolve atmospheric features and therefore are not suitable for this type of
investigations. Spacecrafts in orbit around Mars are also not very useful because they do
not provide sufficient temporal resolution to make a detailed investigation. That is why
the Hubble telescope is used (Mischna et. al. 1998). A set of Hubble images was used to
trace cloud structures and their motion. The measured wind speeds ranged frotn 15.5
8.4 t0 44+ 17 m/s.

5.2.3 Winds derived from modeling or analysis of temperature fields.

Wind speed estimates are also obtained using modeling of atmospheric processes with
either measured or computed temperatures. Existing Mars General Circulation Models
(GCM) simulates the dynamics of Mars’ atmosphere including prevailing wind patterns.
Two most known GCMs are those of Nasa Ames Research center and Laboratoire de
Meteorologie Dinamique, Paris - LMD GCM (Forget et al. 1999). Results of simulation
from LMD GCM were compiled to Martian Climate Database and available online at
http://www-mars.Imd.jussieu.fr/

GCMs have complete coverage of the Martian globe and atmosphere and can calculate
winds for any season. However for such coverage they have to sacrifice spatial and tem-
poral resolution, which becomes not efficient to predict small scale local wind patterns.
Of course, results from GCM are simulations and not observational data and they need to
be confirmed with more direct measurements.
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5.3 Mars Express (MEX) and the High Resoluting Stereo
Camera (HRSC), an overview

Mars Express was launched on June 2, 2003 from the Baikonur Cosmodrome in Kaza-
khstan onboard a Russian Soyuz/Fregat launcher. After its six-month journey the orbiter
successfully entered Martian orbit on 25 December 2003. First it manoeuvred into a
highly elliptical capture orbit from which it moved into its operational near polar orbit
later in January 2004. Mars Express plans to observe Mars from its orbit for at least one
Martian year or 687 Earth days. This is the nominal mission lifetime, but extended mis-
sion is also planned. During this time, the point of the orbit closest to Mars (pericentre)
will move around to give the scientific instruments coverage of the entire Martian surface
at all kinds of viewing angles and spatial resolution.

The High Resolution Stereo Camera (HRSC) is a multi-sensor push-broom instrument
comprising multiple charge coupled device (CCD) line sensors mounted in parallel for
simultaneous high-resolution stereo, multi-color and multi-phase imaging of the Martian
surface. An additional Super Resolution Channel provides frame images imbedded in the
basic HRSC swath at five times greater resolution.

The HRSC has been originally built for the Russian space mission Mars '96. Two
fully tested and calibrated flight models were produced. The launch of this spacecraft in
November 1996 was unsuccessful. After that HRSC has been successfully proposed for
the European Mars Express Mission in 2003. The flight spare has undergone a modifica-
tion process to make it fully compliant with the Mars Express interface requirements.

The main HRSC's task is the mapping of the Martian surface. The resolution is 10
meters / pixel at an altitude of 250 km (point of closest approach to Mars).

Other objectives are:

¢ Climate and the role of water throughout the Martian history;

¢ Evolution of volcanism on Mars;

e Shaping of the Martian surface throughout time and involved geologic processes;

¢ Potential resources on Mars;

e Characteristics of past, present and future landing sites;

e Interactions between atmosphere and surface;

e Mapping 100% of the surface with a resolution smaller than 30 meter / pixel;

e Mapping 504 of the surface with a resolution smaller than 15 meter /pixel;

e Observation of Phobos and Deimos.

The camera is operated mainly around the pericentre of the MEX orbit, having about
40 minutes of good exposure conditions there. The other part of the orbit is used to send
the data to the Earth.

The imaging electronics of the HRSC are based on the principle of a linescanner
camera. The HRSC has 9 CCD line sensors. One CCD-line of the HRSC consists of
5184 light-sensitive cells (pixels). The CCD’s are situated perpendicular to the flight
direction and are read-out at variable frequency, which is adjusted to the ground velocity
of the spacecraft. During imaging operations this creates 9 independent image strips, one
from each channel.

The multi sensor concept of the HRSC combines stereo, multi-spectral and multi-
phase imaging.
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5.4 The formation of lee wave clouds - mathematical formulation

Stereo imaging is performed using nadir-directed, forward looking (+1,8@d aft-
looking (-18.9) line sensors with a spectral range of 6#®0 nm. In general, the nadir-
looking channel delivers the highest resolution images, while the two outer stereo channel
images are transmitted at lower resolution after the pixel summation. They are used for
the extraction of 3D-data, which result finally in a digital terrain model.

Four of the channels are sensitive in the spectral range of bluef4®nm), green
(5304 45 nm), red (750t 20 nm) and near infrared (970 45 nm). These color images
cover the same areas as the panchromatic triple stereo images and are matched geometri-
cally to the nadir channel panchromatic swath. The multi-spectral images are artificially
decreased in spatial resolution by on-board pixel summation for lower data rates and bet-
ter signal-to-noise characteristics, giving rise to data entities referred to as macro pixels.

Furthermore there are two photometric-channels with a spectral range of &b
nm, delivering data for the physical analysis of the Martian surface. These two additional
panchromatic line sensors having inclined forward and backward viewing directions per-
form multi-phase imaging. These sensors complement the information contained in the
triple stereo channels and allow the determination of photometric surface characteristics.
The data from these channels are normally transmitted at lower resolution by pixel sum-
mation.

The SRC is an additional channel of the HRSC working with an area-sensor - matrix
of 1024 x 1032 elements. The result of each read-out is a picture of X0Pd32 pixels,
in an altitude of 250 km this corresponds to a square on the Martian surface with the edges
of 2.35 km. The pixel-size in this case is 2.3 meters.

5.4 The formation of lee wave clouds - mathematical for-
mulation

In this section we describe the mathematical formulation of lee waves formation in stable
atmosphere. We also discussed a specific solution with specified atmospheric and bound-
ary conditions. Full details beyond what is given below can be found in Lyra (1940).

We will limit ourselves to a two-dimensional (x is horizontal axis and z is vertical)
atmospheric flow over an infinite and uniform obstacle in one direction, set to y-direction.
Air mass moves horizontally with a constant velodity 0). We will consider the case
whenw is constant with altitude. After meeting the obstacle the velocity is perturbed
(u + u,w). Due to air mass movement density and pressure in each point become also
perturbed and can be set@as- o, p + p, while

0= @oe_z/h
and
P = Do€ ik
with
h="L
go
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being the scale height of the uniform atmosphere. The equations of conservation of mo-
ments in linearized form of Euler equations are,

B _8u__ dp

0 T~ o (51
_ _8u7_ op
i = [ (52

We will further simplify the problem with the use of the Boussinesq approximation.
This arises from the observation that the role of density variation in buoyancy, that is,
where it is multiplied by gravity, is much more important than as a factor of the accel-
eration terms. Then the equation of conservation of mass given in a form of the linear
continuity equation is,

0 dJo 0 0
H—Q+w—g+§(—u+—w)20 (5.3)
z X z
The fourth equation is that of the conservation of energy. It is the equation of state,

dp+p) _ _d@+0)
dt dt

which through the equality

(5.4)

herec? = ’yg = ~gh is the square of sound speed in the atmosphere. The polytrope
equality gives the constant= c,/c,.

Equations 5.1, 5.2, 5.3, 5.4 are the determining equations for variapieso andp.
We will eliminatew, o andp from this equations to obtain only one equation for vertical
speed perturbatiom.

First of all % should be excluded from 5.1 and 5# 9 + w@ replaced by the
. Ox 0z
-0 (@ + 8_w) from 5.3 and with the account for the hydrostatic equaéign: -og
oxr 0z 6
it will result in:
—2 Yo _ 2 ((OU ow _
o (ax i az> gw (5.5)

After the differentiation of 5.2 with respect g 5.4 with respect ta and elimination
0?p

0x0z

0w o (Ou Ow ow ¢ 0p ou  Ow
—2 W __p,0 fOu Ow)y ow ou  ow
" a2 cjaz(ax%_ﬁz) gaz+_(§8z_%é>(8x%_8z> (56)

of one obtains,
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Finally through the elimination og—u + g—w from 5.5 and 5.6 the desired equation can
X z
be found:

u\ *w  O*w  ygow (y—1)g
1L )dw gw y9ow W )9, 5.7
( 02) 02 o2 2o T we v 0 (®-7)

With the substitution ofv = wlez/ 2l and with the change of the coordinate system
—2
r=ux1\/1~— 1_6—2 it can be rewritten in the form:
C
AtU1 + —wy = 0 (58)

where,

—2
It is known that in planetary atmospher%s < 1073, so we can consider = z; and
C
2muc

T T

Now we only need to specify the boundary conditions. We will assume the obstacle
to be rectangular. Its profile with height and widthB is defined by,

A

m sec]
20
8.22 rTT] 16
12
7.30 km /m
j P
6.39 #
5.48 ; e 0
4.57 7’—-\/ 1
3.65 ;-;\_ T
2.74 /A at—
1.83 '. N ——
0.91 ' —
e 7777777777777777777777]77777771% T 7R 7 17777071777 77 17777777 7777777700
«—10 km —

Figure 5.1: Vertical velocity field in the Earth atmosphere for the flow over the rectangular
obstacle. Initial wind speed is constant. (Lyra 1940)
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Co(r) = H when |g;y§§ (5.9)

\ 0 when x>§

The boundary conditions for the equation 5.8 are then,

wi(x,z) =u(y(z) for z=0

lim wl(m, Z) =0 fOT xr2 + 2 5 50 (510)

Assumingu to be constant Lyra obtained the solution for such a system with the help
of Green'’s function (Lyra 1940). This solution is:

. ]\/1(277T (l’+§)2+22) (x‘i‘%)JQ(QTﬂ (x—|—§)2+z2>

w——WEHBzeZ/Qh-— .
A B (z+2)° + 22 (e +2) +2
m(5Ve-97 ) e-pa(3/e-pTe)
- B2 - 52 (5.11)
sqrit(z — 5)" + 22 (z—2)" +22

As one can expect the solution of the wave equation is expressed through Bessel func-
tions. HereJ, is the second order Bessel function of the first kind andis the first
order Bessel function of the second kind (or Neumann function). Lyra’'s original plot is
presented in Fig. 5.1. It shows the vertical velocity field in the Earth atmosphere for the
flow over the rectangular obstacke.is shown as a function of distance from the obstacle
center and height of atmospheric layer. The horizontal velocity is set to be constant with
height andu = 15m/sec.

For the comparison we have calculated the vertical velocity fields for the same wind
speed and obstacle dimensions in terrestrial and martian atmospheres. Used parameters
are summarized in the Table 5.1. Fig. 5.2 shows the comparison of vertical velocity fields
for the Earth and for Mars. As the martian atmosphere is much thinner and less dense the
lee waves are more stable there and propagate further from the obstacle. This can be one
of the reasons together with hight near-surface static stability that lee waves are so often
observed on Mars. Also as can be seen with the same wind velocity the wavelength of the
produced lee wave is bigger in martian conditions. At the same time, due to Earth dense
atmosphere the lee wave perturbations are bigger in terrestrial atmosphere - air mass is
deflected vertically more than in the martian atmosphere.

There is a simple connection between the wavelength of produced lee wave and the
velocity of horizontal wind. As was already noted before it can be written as:

88



5.4 The formation of lee wave clouds - mathematical formulation

vertical velocity, m/s
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Figure 5.2: Comparison of vertical velocity fields for the Earth and Mars.
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A, km
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Figure 5.3: Wavelength of produced lee wave depending of horizontal wind speed.

Earth Mars
height of uniform atmosphere, 300km 80 km
planetary equilibrium temperatur€,| 256K 210K
sound speed; 331.5m/s | 226.58m/s
height of the obstacley 700m 700m
width of the obstacld? 4.5km 4.5km
g 9.8m/s* | 3.69m/s?

Table 5.1: Parameters used to calculate vertical velocity field for Mars and Earth.

A= u (5.12)

—2

or, if we consider low wind speeds, such tf%t ~ 10~* then we can neglect this term
C

and write\ simply as:

Ao 2mue (5.13)
gvy —1

Both curves calculated for Martian conditions are compared in the Fig.5.3. Solid
line corresponds to formula 5.12 and dashed - to the formula 5.13. As one can see till
the wind speeds reach 50 m/s (or corresponding wavelengths - 10%) two formulas
give almost indistinguishable results. Or in other words, using simplified formula 5.13
for the wavelength as big as- 10° the difference between two formulas is 8 m/s when
the derived value of the wind speed is 80 m/s. This is quite a big number for Martian
atmosphere according to previous wind speed estimates and model results ((Mischna et.
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al. 1998), (Murphy et al. 1990), (Forget etal. 1999)).

5.5 Measuring wind velocities from HRSC images

The High Resolution Stereo Camera (HRSC) onboard Mars Express has atmospheric ob-
servations as one of the priorities of its scientific program. From the beginning of the
mission it has detected quite a number of clouds in the Martian atmosphere. Several of
them are lee wave clouds in the middle latitudes and in the polar regions. Until the present
time 4 images with distinct lee wave clouds are found:

¢ Orbit 68: image taken on 31 January 2004, the position of the imagéns 236°E.
Source mountain is outside the image frame;

e Orbit 719: image taken on 31 January 2004, North pole. Set of lee waves formed
over the rims of several craters;

e Orbit 751: image taken on 31 January 2004, North pole, the position of the image is
43N, 256E. Two lee wave clouds formed on the rim of crater and most probably at the
edge of ice deposits.

e Orbit 1096: image taken on 31 January 2004, North pole. Source is covered by
haze.

Three last images show polar lee wave clouds. They appear superimposed on the haze
and streak clouds and considerably cover the underlying surface.

The wavelength, height and propagation characteristics of lee waves are mostly de-
termined by the velocity of driving wind and the obstacle dimensions. Other critical
parameters include atmospheric temperature and moisture in the flow. We used images of
lee wave clouds to infer the velocity of the driving wind.

Image taken during the orbit 68

HRSC image taken during the orbit number 68 (upper panel of Fig. 5.4) shows a lee
cloud already smeared by the motion of the atmosphere. The position of the image is
43N, 256°E. Unfortunately, the mountain over which this lee wave was formed is outside
of the image frame. The lee wave structure is distinct enough however, to measure its
wavelength. On the example of this image we will describe the procedure we used to
measure lee wave wavelength.

Red line on the upper panel of Figure 5.4 marks the points picked for the I/F plot
shown in the lower panel. This cut is made perpendicular to the regular train of clouds
that mark crests of lee wave cloud. Black curve represents raw data. One can see that
periodical lee wave structure shows itself most prominent in the middle part as three
pronounced crests. These raw data points were filtered with the low-pass filter (shown in
right panel of Fig. 5.4) to remove high-frequency part of the signal and make the wave
structure more distinguishable. The result is plotted with red curve.

The wavelength value for this lee wave cloud is 17.59 km. Using formula 5.13 we can
estimate the speed of the wind producing this lee wave cloud as 25.2 m/sec.
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5 Lee wave clouds in the Martian atmosphere: observations by HRSC

Image taken during the orbit 719

During the orbit 719 HRSC took the overview image of the North polar cap of Mars.
Figure 5.5 shows a small subsection of this image where lee wave clouds can bee seen.
These clouds are formed over the set of craters. Figure 5.6 left panel shows I/F data for
the line marked red in the Figure 5.5. On the right - the result of filtering is presented. For
this case the filter was chosen in a way to remove not only high-frequency part of "signal”
but also very low-frequency part. The trend from low values at the left wing of the plot
to high values at the right part is also removed. The idea of filtering was to mark out the
wave structure we observe in the image. The left and right parts of the plot shouldn’t be
considered because they are corrupted by the finite width of the filter.

The wavelength of the lee wave was calculated over middle eight crests and appeared
to be 17.1 km. Corresponding speed of the source wind is 24.5 m/sec.

Two more examples of lee waver observed by HRSC are shown in figures 5.7 na 5.8.

5.6 Conclusions

HRSC detected Martian lee wave clouds in mid latitudes, near volcanoes and in polar
regions.

We used images of lee wave clouds to infer wind speed.

Data from orbits 68 and 719 (North Pole) have been analyzed. The wavelength of lee
waves in these data are 17.59 and 17.1 km

The inferred speeds are 25.2 and 24.5 m/sec respectively.
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Figure 5.4: Image h0068 (left panel) with the marked cut for I/F plot shown on the right
panel with black curve. Red curve is the data after applying low-pass filtering.
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Figure 5.5: Subsection of HRSC image taken during the orbit 719. Several lee waves
clouds are visible. The red line marks the position of the cut for plots shown in Fig. 5.6.
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Figure 5.6: I/F plot and the result of its filtering for the image h0719.
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Figure 5.7: Subsection of HRSC false color image taken during the orbit 751. It shows
the lee wave cloud formed on the ice covered crater.

These values are in good agreement with the measurements of Martian wind speeds
from Hubble Space Telescope images (Mischna et. al. 1998), estimates from dust devils
motion (C. Stauzer, personal communication) and GCM models.
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Figure 5.8: Subsection of HRSC true color image taken during the orbit 1096. Lee wave
cloud is clearly visible over the North polar region.
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A Mars Global Surveyor MOC images
which contain spiders patterns.

The image IDs are as they appear in Planetary Data System archive. Coordinates (west
longitude and south latitude) are given in degrees for each image center.

N | image ID | longitude, | latitude,° | L,,°
1 | e07-00316| 142.88 77.65 | 209.12
2 | e07-00829, 254.63 85.72 | 213.76
3 | e07-01468| 34.63 82.34 | 218.3
4 | e07-01580| 287.99 85.36 | 219.50
5

6

7

8

e07-02046| 267.49 86.05 | 223.31
e07-02047| 290.72 83.12 | 223.31
e07-02064| 232.35 85.50 | 22341
e08-00043| 260.99 84.80 | 225.20
9 | e08-00187| 204.93 86.51 | 226.42
10 | e08-00197| 258.86 84.59 | 226.47
11 | e08-01158| 266.62 86.10 | 238.15
12 | e08-01325| 181.02 86.95 | 239.39
13 | e08-01333| 268.69 86.95 | 239.49
14 | e08-01447| 183.95 87.00 | 240.68
15| e08-01451] 289.84 80.86 | 240.73
16 | e08-01508| 181.97 86.82 | 241.35
17 | e08-01734| 306.49 82.57 | 243.37
18 | e09-00028| 319.19 82.53 | 244.05
19 | e09-00103| 305.93 86.12 | 244.72
20 | e09-00407| 269.72 87.02 | 247.31
21 | e09-00409| 330.56 79.85 | 247.32
22 | e09-00642| 260.76 86.79 | 249.23
23 | e09-00807| 218.58 86.98 | 250.53
24| e09-00891| 181.04 86.99 | 251.10
25| E09-00897| 264.05 85.62 | 251.16
26 | e09-00981| 248.92 87.07 | 251.88
Continued on the next page|..
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98

N | image ID | longitude, | latitude,° | L,,°

27 | e09-01155| 266.01 87.03 | 253.18
28 | e09-01221| 260.79 85.19 | 253.75
29 | e09-01316| 318.22 82.31 | 254.48
30 | e09-01634| 323.06 82.29 | 257.74
31| e09-02202| 290.34 80.84 | 260.28
32 | e09-02324| 269.51 82.41 | 260.90
33 | e10-00703 45.50 82.62 | 266.59
34 | el0-01106 44.02 83.09 | 268.29
35| e10-02699| 264.86 86.11 | 274.04
36 | €10-04220| 264.83 85.72 | 279.65
37 | e10-04240| 315.06 82.40 | 279.70
38 | e10-04753| 258.40 84.06 | 281.53
39 | el11-01107| 267.11 86.20 | 286.03
40 | e11-01508| 265.81 86.05 | 287.28
41| el1-02247| 264.15 85.60 | 289.79
42 | e11-02686| 319.54 82.97 | 291.73
43 | e12-00035| 314.59 82.43 | 301.24
44 | e12-00329| 264.59 85.78 | 302.80
45 | e12-00589| 255.33 85.90 | 304.16
46 | e12-00619| 317.36 81.80 | 304.30
47 | e12-00700| 238.64 85.86 | 304.74
48 | e12-00836| 289.95 83.32 | 305.46
49 | e12-00953| 294.14 85.94 | 306.04
50 | e12-01762| 293.47 81.93 | 310.07
51| el2-02568| 209.96 86.00 | 314.28
52 | e12-02570| 319.78 82.98 | 314.29
53 | e12-03003| 282.81 83.01 | 316.59
54 | e12-03058| 318.43 81.30 | 316.87
55| m03-07160, 141.07 78.47 183.45
56 | m07-00604| 187.37 73.69 | 199.67
57 | m07-01173] 283.03 82.73 | 201.08
58 | m07-02251| 245.89 87.00 | 204.80
59 | m07-02525| 241.07 87.00 | 206.04
60 | m07-03438| 150.64 87.03 | 208.41
61 | m07-04841| 286.99 81.99 | 212.89
62 | m07-05316/ 280.71 82.58 |214.14
63 | m08-00442| 181.93 87.02 | 217.25
64 | m08-01855| 179.99 86.99 | 220.44
65 | m08-02004| 178.21 87.04 | 221.05
66 | m08-02352| 161.97 87.03 | 222.31
67 | m08-02778| 237.70 87.03 | 223.74

Continued on the next page|..
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N image ID | longitude,® | latitude,” | L, °

68 | m08-02941] 164.01 87.01 | 224.20
69 | m08-03260| 182.49 87.01 | 224.91
70 | m08-03267| 262.85 80.74 | 224.91
71 | m08-03818 172.37 81.18 | 226.03
72 | m08-03864| 209.14 75.28 | 226.08
73 | m08-04688 284.38 82.02 | 227.77
74 | m08-04874| 292.45 81.81 | 228.18
75 | m08-05207| 248.23 87.07 | 228.89
76 | m08-06175] 291.44 83.10 | 231.41
77 | m08-06477 10.06 79.85 | 232.18
78 | m08-06582| 157.39 76.57 | 232.44
79 | m08-07008| 230.72 87.10 | 233.36
80 | m08-07362| 181.77 87.01 | 233.93
81 | m08-07706| 190.54 82.71 | 234.70
82 | m08-07997| 275.47 83.74 | 235.27
83 | m08-08054| 192.70 77.90 | 235.37
84 | m09-00126| 181.09 86.94 | 235.88
85 | m09-00157| 265.87 86.14 | 235.94
86 | m09-00454| 285.09 78.26 | 236.56
87 | m09-00528 265.49 87.13 | 236.66
88 | m09-00570] 273.96 86.96 | 236.71
89 | m09-00757| 184.84 87.01 | 237.17
90 | m09-01070; 182.86 86.84 | 237.84
91 | m09-01350; 189.90 86.75 | 238.52
92 | m09-01352] 262.65 85.80 | 238.52
93 | m09-01372] 194.51 76.52 | 238.62
94 | m09-01520; 291.59 83.65 | 239.19
95 | m09-01567| 268.57 87.00 | 239.29
96 | m09-01714| 86.06 82.24 | 239.70
97 | m09-01716| 151.62 87.10 | 239.70
98 | m09-01744| 240.18 84.67 | 239.76
99 | m09-01967| 134.54 86.55 | 240.38
100 | m09-02042| 296.07 80.96 | 240.48
101 | m09-02066| 172.87 75.63 | 240.53
102 | m09-02096, 266.73 87.04 | 240.58
103 | m09-02567| 126.97 86.43 | 241.67
104 | m09-02598) 245.80 84.94 | 241.72
105 | m09-02662| 318.28 81.93 | 241.83
106 | m09-02835| 224.26 77.01 | 242.29
107 | m09-03082| 263.61 85.62 | 243.07
108 | m09-03312] 189.66 78.49 | 243.53

Continued on the next page..

99



A Mars Global Surveyor MOC images which contain spiders patterns.

N image ID | longitude,® | latitude,” | L, °
109 | m09-03463| 294.42 82.76 | 243.74
110 | m09-03484| 177.45 76.83 | 243.79
111 | m09-03807| 280.88 80.38 | 244.62
112 | m09-04068, 267.46 87.01 | 245.09
113 | m09-04379| 261.29 86.77 | 245.71
114 | m09-05362| 143.34 87.06 | 248.82
115| m09-05567| 154.31 87.03 | 249.49
116 | m09-05981] 286.43 79.68 | 251.15
117 | m09-06313] 319.08 82.89 | 252.50
118 | m09-06356 21.24 84.16 | 252.60
119 | m09-06428, 264.73 87.00 | 252.97
120 | m09-06652| 181.67 86.99 | 254.11
121 | m09-05066| 283.54 79.97 | 247.88
122 | m10-00071] 269.82 86.95 | 254.94
123 | m10-00442| 284.79 80.72 | 256.75
124 | m10-01138 45.59 82.65 | 260.48
125 | m10-01846| 289.66 81.65 | 263.27
126 | m10-02442| 226.68 77.44 | 267.04
127 | m10-02495| 305.18 81.67 | 267.19
128 | m10-03023| 308.85 81.59 | 270.43
129 | m10-03415] 288.14 81.43 | 272.33
130 | m10-03666| 260.71 85.67 | 273.61
131 | m10-03668| 283.91 81.34 | 273.61
132 | m11-00396, 266.34 85.85 | 275.56
133 | m11-01070; 337.48 79.58 | 278.46
134 | m11-01739] 264.54 87.12 | 281.40
135 | m11-02315] 174.98 87.05 | 283.78
136 | m11-02665| 194.74 76.92 | 285.60
137 | m11-02723] 287.84 80.11 | 285.75
138 | m11-03042| 230.26 77.26 | 286.90
139 | m11-03062| 189.11 87.02 | 286.95
140 | m11-03107] 246.80 87.09 | 287.05
141 | m11-03217] 174.78 87.03 | 287.55
142 | m11-03283] 261.17 87.08 | 287.70
143 | m11-03346| 192.75 77.90 | 288.10
144 | m11-03348, 194.63 76.63 | 288.11
145 | m11-03360] 226.41 77.02 | 288.16
146 | m11-03525] 209.26 77.70 | 288.76
147 | m11-03583] 194.70 76.64 | 289.36
148 | m11-03774| 288.28 79.22 | 290.15
149 | m11-03956| 326.44 81.48 | 291.10

Continued on the next page..
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N image ID | longitude,® | latitude,” | L, °

150 | m11-03968| 169.96 79.19 | 291.20
151 | m11-04019] 253.71 85.84 | 291.40
152 | m11-04046| 261.95 86.83 | 291.45
153 | m11-04128] 194.68 76.59 | 291.85
154 | m11-04140[ 194.49 76.72 | 291.90
155| m11-04156| 189.92 86.74 | 291.95
156 | m12-00159| 302.95 82.12 | 294.18
157 | m12-00425| 321.16 82.42 | 295.22
158 | m12-00456| 298.91 82.25 | 29541
159 | m12-00543| 260.81 85.13 | 295.76
160 | m12-00680, 128.00 86.48 | 296.30
161 | m12-02005| 288.10 84.19 | 304.60
162 | m12-02550 280.63 85.05 | 308.20
163 | m12-02657| 181.86 87.02 | 309.16
164 | m12-02778] 190.94 78.29 | 309.64
165| m12-02797) 286.00 84.16 | 309.83
166 | m12-02868) 280.25 82.24 | 310.40
167 | m13-01816| 165.78 74.84 | 324.86
168 | m13-01827| 193.20 76.23 | 324.90
169 | m14-01110 184.79 86.69 | 336.25
170 | m14-01682| 191.49 72.87 | 340.58
171| m14-01838] 186.60 73.58 | 341.66
172 | m15-00027| 190.36 72.99 | 344.38
173 | m16-00550 187.56 73.94 5.24

174 | m11-00280| 274.77 86.97 | 275.04
175| m11-02188] 246.94 87.13 | 283.28
176 | m11-02878| 174.24 87.06 286.3
177 | m12-00888, 180.79 87.02 | 297.58
178 | e09-00039 340.5 84.23 244.1
179 | e10-02085 86.09 82.01 |271.84
180 | r04-00150 142.55 78.04 | 162.38
181 | r04-01518 333.46 81.24 | 171.59
182 | r04-02327 326.59 82.25 176.7

183 | r05-00379 199.3 86.75 | 179.45
184 | r05-00417 242.68 87.01 | 179.54
185| r05-00418 283.6 85.43 | 179.54

186 | r05-00612 245.98 85.76 | 180.65
187 | r05-00678 208.05 74.17 | 181.11
188 | r05-00695 203.72 85.61 | 181.16
189 | r05-00714 241.47 84.54 181.2
190 | r05-00791 239.81 85.98 181.8

Continued on the next page..
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N | image ID | longitude,° | latitude,” | L,,°
191 | r05-00813| 273.95 87.12 | 181.94
192 | r05-01089| 305.3 84.43 | 184.22
193 | r05-01145| 187.03 86.05 | 184.64
194 | r05-01156| 211.21 86.24 | 184.69
195 | r05-01640[ 183.41 86.77 | 188.21
196 | r05-01878| 240.15 85.89 | 190.05
197 | r05-02149| 148.37 79.74 | 192.24
198 | r05-02161| 175.35 80.73 | 192.29
199 | r05-02179| 186.13 86.7 192.38
200 | r05-02372| 246.9 85.31 | 199.82
201 | r06-00190| 262.71 85.78 196.7
202 | r06-00553| 202.91 87.46 | 199.76
203 | r06-00570| 209.86 86.92 199.8
204 | r06-00959| 99.55 81.48 | 205.83
205 | r06-00983| 266.11 83.72 | 205.88
206 | r06-01000| 227.88 87.37 | 205.93
207 | r06-01143| 336.49 79.12 | 206.86
208 | r06-01197| 132.42 87.38 | 207.01
209 | r06-01284| 254.01 85.78 | 207.75
210 | r06-01343| 64.42 81.41 | 208.25
211 | r06-01707| 171.41 80.66 | 210.68
212 | r06-01729| 200.23 80.52 | 210.73
213 | r06-01842| 206.76 69.83 | 211.98
214 | r06-01860| 254.82 85.73 | 212.13
215 | r07-00266| 231.53 80.41 | 215.19
216 | r07-00386| 125.43 87.53 | 216.99
217 | r07-00648| 298.19 87.52 | 218.61
218 r07-00778| 157.13 87.04 | 219.67
219 | r07-00967| 193.44 86.56 | 220.89
220 | r07-00973| 233.13 85.69 | 220.94
221 | r07-01092| 149.88 87.43 | 222.16
222 | r07-01096| 253.32 79.16 | 221.21
223 | r07-01151| 186.43 85.61 | 222.77
224 | r07-01160| 264.05 80.13 | 222.87
225 | r07-01188, 197.07 79.98 | 223.02
226 | r07-01189| 243.54 87.27 | 223.02
227 | r07-01202| 249.21 86.03 | 223.07
228 | r07-01266| 254.61 85.88 | 223.53
229 | r07-01390, 31.09 78.11 | 224.65
230 | r07-01487| 155.89 75.72 | 225.51
231 | r07-01740| 163.98 78.49 | 227.82
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N | image ID | longitude,° | latitude,” | L,,°
232 | r07-02037| 265.76 86.16 | 230.63
234 | r07-02226| 209.72 85.78 | 231.82
235 | r07-02245| 250.77 84.12 | 231.87
236 | r08-00241| 96.07 81.18 | 233.77
237 | r08-00349| 151.95 87.19 | 234.39
238 | r08-00368| 184.92 87.13 | 234.44
239 | r08-00402| 63.33 81.57 | 234.75
240 | r08-00460| 273.57 87.23 | 235.26
241 | r08-00598| 305.27 81.38 | 236.09
242 | r08-00677| 266.61 87.03 | 236.5
243 | r08-00912| 213.38 73.95 | 239.19
244 | r08-01153| 266.11 86.59 | 241.67
245 | r08-01164| 312.89 85.34 | 241.72
246 | r08-01192| 265.03 85.8 241.83
247 | r08-01195| 33.66 77.75 | 241.83
248 | r08-01248| 171.06 87.16 | 242.19
249 | r08-01261| 197.59 87.14 | 242.24
250 | r08-01280| 224.36 87.18 | 242.29
251 | r08-01296 187.2 85.39 | 242.34
252 | r08-01314| 189.04 74.91 | 242.39
253 | r08-01317| 271.27 87.32 | 2424
254 | r08-01336| 252.55 86.13 | 242.45
255 | r08-01391| 66.59 81.26 | 242.81
256 | r08-01443| 189.55 86.49 | 242.94
257 | r08-01445| 282.04 85.03 | 242.97
258 | r08-01466| 242.08 87.24 | 243.02
259 | r08-01610| 306.47 82.64 | 243.64
260 | r08-01628 309 86.35 | 243.69
261 | r08-01665 63.6 81.65 | 243.85
262 | r08-01730, 319.17 82.55 | 244.31
263 | r08-01746| 204.87 80.99 | 244.36
264 | r08-01805| 38.15 75.53 | 244.72
265 | r08-01853| 156.08 85.81 | 244.88
266 | r08-01884| 303.45 86.42 | 244.99
267 | r08-01907| 234.26 85.19 | 245.04
268 | r08-02072| 216.81 85.09 | 246.13
269 | r08-02105| 308.22 86.31 | 246.33
270 | r08-02301| 256.19 86.36 | 248.2
271| r08-02518, 64.12 81.52 | 249.96
272 | r09-00282| 290.44 83.58 | 254.27
273 | r09-00564| 284.71 80.76 | 255.98
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N | image ID | longitude,° | latitude,” | L,,°
274 | r09-00605| 292.72 83.53 | 256.24
275 | r09-00763| 305.79 79.35 | 257.59
276 | r09-01017| 258.67 87 259.3
277 | r09-01019| 318.27 80.51 | 259.3
278 | r09-01167| 264.1 86.39 | 259.92
279 | r09-01196| 325.7 82.4 259.97
280 | r09-01303| 302.91 81.79 | 260.18
281 | r09-01328, 327.7 80.21 | 260.23
282 | r09-01557, 320.42 82.73 | 261.27
283 | r09-01662| 77.88 81.64 | 261.47
284 | r09-01820| 214.33 75.21 | 261.99
285 | r09-01821| 242.52 85.33 | 261.99
286 | r09-01916| 64.14 81.5 262.35
287 | r09-02028 73.42 81.78 | 262.77
288 | r09-02085| 254.51 85.35 | 263.13
289 | r09-02143| 333.06 81.23 | 263.23
290 | r09-02196| 266.89 85.28 | 263.33
291 | r09-02305| 251.6 86.37 | 263.8
292 | r09-02326| 246.12 87.08 | 263.85
293 | r09-02374| 255.85 85.78 | 263.95
294 | r09-02403| 46.66 78.99 | 264.01
295 | r09-02433| 70.54 81.3 264.06
296 | r09-02520| 290.03 83.95 | 264.47
297 | r09-02567| 241.24 85.91 | 264.57
298 | r09-02740| 260.52 86.89 | 265.14
299 | r09-02921| 313.18 86.6 265.86
300 | r09-02948, 264.58 85.81 | 265.91
301 | r09-03024 41.8 74.53 | 266.22
302 | r09-03025| 46.69 78.97 | 266.22
303 | r09-03136, 324.88 84.38 | 266.48
304 | r09-03251, 253.11 86.48 | 267.05
305 | r09-03268| 247.25 87.08 | 267.1
306 | r09-03433| 240.31 86.29 | 267.67
307 | r09-03461, 299.78 82.65 | 267.72
309 | r09-03604, 269.28 87.09 | 268.44
310 | r09-03607, 348.89 79.32 | 268.44
311| r09-03639| 23.16 74.31 | 268.49
312 | r09-03724| 106.99 83.21 | 268.9
313 r09-03725 191.5 86.82 | 268.9
314 | r09-03885| 56.18 81.7 269.47
315| r09-03907, 86.05 82 269.52
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N | image ID | longitude,° | latitude,” | L,,°
316 | r09-03960, 216.52 87 269.62
317 | r09-03979| 241.23 87.07 | 269.67
318 | r09-04001, 245.41 86.82 | 269.73
319 | r09-04023| 260.24 86.32 | 269.78
320 | r09-04077 65.8 81.52 | 269.88
321 | r09-04104| 95.48 80.99 | 269.93
322 | r09-04180| 223.16 87.03 | 270.29
323 | r09-04287 47.39 79.51 | 270.75
324 | r09-04341 280.9 80.42 | 270.91
325| r09-04363| 158.16 76.55 | 270.96
326 | r09-04365, 246.98 87.01 | 270.96
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