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Chapter 1

Introduction

With its vast amount of appearances and phenomena, the hot and optically thin �atmosphere�
of the Sun, the solar corona (�gure 1.1), is an interesting environment in various aspects. The
broad distribution of density, temperature, magnetic �eld strength and length and time scales
spans several orders of magnitude in all of these quantities (see table 2.1). This provides an unique
laboratory for many �elds of physics which cannot be reproduced on Earth. Additionally, the
corona in�uences our every day life all the time, as it is the source region of violent magnetic
storms which can have severe and destructive e�ects on human life on earth. All this makes the
corona an important �eld of interest for research.

As the solar corona consists of highly ionized gas and free electrons con�ned in strong magnetic
�elds (strong compared to the gas pressure), it is subject to plasma physics. In the less dynamic
parts of the corona, waves and �ows in con�ned plasmas can be studied, as well as the transport
and deposition of energy. On the other hand, in the context of events of sudden, large energy
releases, �ares and coronal mass ejections, allow for the research of magnetic reconnection and
particle acceleration.

Atomic physics is also relevant in the corona. Due to the high temperatures, extremely high-
ly ionized ions exist in the corona, and their collisional behaviour and level transitions can be
investigated. Even nowadays spectral lines become identi�ed as transitions of certain ions.

Outstanding regions in the corona are active regions (ARs). Such ARs appear above groups of
sunspots, i.e. large concentrations of magnetic �ux on the solar surface, where the strength of the
magnetic �eld exceeds the usual value by a factor of 1000. Among the corona, density, temperature
and magnetic �eld are highest within ARs, and these regions are the most dynamic ones. In the
extreme ultraviolet light (EUV) and in X-rays, magnetic �ux tubes �lled with hot plasma appear
as distinguishable, thin and elongated coronal loops (�gure 2.2).

From time to time, coronal structures break apart and material is accelerated into interplane-
tary space. If such a Coronal Mass Ejection (CME) hits Earth, the geomagnetic �eld is strongly
disturbed by the interaction with the CME plasma. This phenomenon is called a geomagnetic
storm. It causes aurora to appear in the sky. In extreme cases, high voltage can built up in power
lines. This may overload and destroy the power and/or telecommunication network. Also, satellites
in orbit around Earth are at risk due to the increased �ux of highly energetic particles.

Having all this in mind, a deep understanding of the solar corona and its physics is worthwhile
to achieve. While coronal research was restricted to solar eclipses until the invention of the coro-
nagraph by Bernhard Lyot in the early 1930s (Lyot, 1931, 1932), space-borne instruments have
given us a deep insight into the corona in the past decades. They allow for continuous observation
over longer time periods from days to years, tracking the dynamic changes in the corona. Also,
the corona can be observed in wavelengths absorbed by the terrestrial atmosphere. Additionally,
with the swift growing of computational power, more and more detailed numerical research has
become possible.

Nevertheless, despite all this progress made so far, we cannot explain one of the most basic
physical properties of the corona: its temperature.
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Figure 1.1: The solar corona during a total eclipse of the sun. Seen is the so called K-Corona which
is produced by thermal electrons scattering sun light. (Photo by Ralf Künnemann, downloaded from
commons.wikipedia.org on July 8th, 2014 under the Creative Commons Attributions-Share alike 2.5
Generic license: Creativecommons.org/licenses/by-sa/2.5/deed.en)

1.1 The coronal heating problem

The photosphere, the visible surface of the Sun, has a temperature of about 6,000 K. Thus, phy-
sicists in the late 19th, early 20th century expected the corona to be cooler in accordance with
the laws of thermodynamics (Arrhenius 1904 estimated a value of 4620 K). When they started to
discover the reality, they literally could not believe their �ndings in the beginning.

Schwarzschild (1906) measured the brightness of the corona in dependence of the distance
r to the disc centre and claimed to agree with an empirically determined formula for which he
refers to Turner1, namely the intensity being ∝ (r/R�)−6. Within the �rst 1.5 R� from the limb,
this formula matches an exponential fallo� with a scale height of 0.2 R�, corresponding to a
temperature of 2.8 MK. Back then, this conclusion was not drawn. Instead, Schwarzschild, while
pointing out that electrons would display the observed radiative behaviour, argued against an
electron corona and waived this proposition.

Grotrian (1931) interpreted the broadness of a dip in the spectrum of the inner corona around
385 nm as Fraunhofer Calcium lines, just thermally broadened to an extreme extent. He computed
the thermal velocities involved to be 10 times higher than expected for 6000 K. This would relate
to a 100 times higher temperature, but instead he assumed an anomalous e�ect to be at play.

Finally, Grotrian (1939) pointed out that two coronal lines coincide with forbidden transitions
of Fe X and Fe XI. Later, Edlén (1943) then identi�ed many coronal lines in the visible light
and near infrared as emission lines of bound-bound transitions in highly ionized ions (like Fe X),
concluding temperatures of some 105 K.

However, after the MK corona has been established, this leaves the question why the corona is
so hot. This problem has been subject to research since then and has remained unanswered until
now. While many mechanisms have been proposed, it is unclear which of these do act in the corona,

1Schwarzschild himself gives Monthly Notices vol. 61 as reference, which usually refers to the Monthly Notices
of the Royal Astronomical Society. Herbert Turner, Savilian Professor in Oxford that time, indeed published about
solar eclipse observations in MNRAS these days. There is no such article including aforesaid formula at least in
MNRAS vol. 61, nor in vol. 60 or 62, though.
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if there is only one heating mechanism or if there are several ongoing at the same time. And if
there are several, how do they interact? Which conditions cause which mechanism to operate or
not in a certain location? Are the same mechanisms the most important ones everywhere in the
corona? Or are di�erent regions dominated by di�erent mechanisms?

1.2 Scienti�c context

A detailed analysis of the solar atmosphere requires the determination of density and temperature
in the corona. For energetic reasons (mechanical and thermal) it is not easily possible to make
in-situ measurements in the corona. Instead, we are restricted to remote sensing nowadays, with
the electromagnetic wave spectrum as the carrier of information.

The fundamental challenge of remote sensing the physical conditions of the solar corona is
that the coronal plasma is optically thin over the entire range of electromagnetic wave frequencies.
Hence, with the emission being barely absorbed, the detected intensity provides only a line of sight
(LOS) integral. It lacks any information about the spatial distribution of emitting sources along
the LOS.

A method for reconstructing this full 3D distribution of plasma emissivity would be a powerful
tool of solar coronal research. Since the emission spectrum strongly depends on plasma temperature
and density, monitoring the corona with such a tool in several wavelengths would allow a detailed
tracking of the physical conditions of individual features, like loops, over their evolution in time.
Such observations may be correlated to other observations, like those of the photosphere, which
would give a deeper insight into the processes in the corona. Also, so far unknown correlations
between phenomena in the corona, or correlations to other parts of the Sun, like the photosphere,
might be recognised.

Thus, all this can greatly improve our understanding of the corona. It has a potential for allo-
wing us to eventually understand the physics of the corona and maybe even forecast its behaviour,
especially with regard to the Sun-Earth-connections.

1.2.1 State of the art

There are di�erent approaches which potentially allow for retrieving the 3D distribution of the
physical conditions in a solar AR.

Static modelling

It has been tried to reconstruct ARs in 3D using loop models. In this approach, extrapolated
magnetic �eld lines are combined with theoretical models which describe the physical properties
along the loop in dependence of a set of properties, like loop length or footpoint �eld strengths.
With the resulting distributions of physical conditions satellite observations can be synthesized.

Schrijver et al. (2004) modelled the entire EUV corona to constrain possible heating mecha-
nisms. Warren and Winebarger (2006) studied the scaling between the total integrated �ux of an
AR in soft X-rays and EUV and the total unsigned magnetic �ux while changing the dependence
of the model on �eld strength and loop length. The same authors used a dynamic model later for
synthesizing images in the same bands (Warren and Winebarger, 2007). Lundquist et al. (2008a,b)
compared their synthesized soft X-ray images with observations. Dudík et al. (2011) compared mo-
delled temperature pro�les with those obtained from observed �lter ratios. All of them had the
problem that the synthesised images only crudely coincide with the observations.

DEM analysis

Another approach is the analysis of the so called di�erential emission measure (DEM), a measure
for the electron number in an in�nitesimal temperature interval in dependence of the temperature
(see chapter 3). From multi-band EUV observations, the DEM analysis results in values for density
and temperature of the plasma within a line of sight (i.e. values for each pixel). Assuming that
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the emission in a pixel originates only from exactly one loop and a background2 which can be
subtracted beforehand, these values correspond to the physical condition in the loop.

The spatial and temporal resolutions of this method is limited by the instrument, here by the
time it needs for taking images in all of its passbands. It results are line-of-sight averages of the
coronal plasma. When applying to loops, the background subtraction may become di�cult where
loops are criss crossing each other. The DEM analysis is based on an inverse problem, which is ill
posed.

Kashyap and Drake (1998) wrote a DEM inversion code based on Monte Carlo chains. Hannah
and Kontar (2012) used a regularization approach for tackling the problem. Del Zanna (2013)
employs spline �tting for the inversion. Aschwanden et al. (2013) created a program which performs
a DEM analysis on the whole sun.

Tomography

Tomographic methods reconstruct the 3D region of interest from two or more images regularly
taken by the same observer over an extended time period (several days to a few weeks). Due to the
rotation of the sun the region of interest moves underneath the observer and, thus, the perspective
changes from image to image. These di�erent perspectives eventually allow for reconstructing the
spatial structure of coronal features.

An advantage of this method is that it requires only one instrument. Its disadvantage is that
the images are taken over some time. This strongly reduces the temporal resolution to the period
over which the sequence of images is taken. Coronal features usually evolve over such long time
intervals. Hence, only long lasting structures can be analysed.

This method has been used by Kramar et al. (2009) to determine electron densities in extended
coronal features. Aschwanden et al. (2000a) determined the geometric properties of coronal loops
in an active region. Examples of such properties are the inclination angle to the solar surface
and how planar and semicircular loops are, since this geometric assumptions have been made in
many theoretical loop models (see chapter 7). Vásquez et al. (2011), using and DEM analysis,
tomographicly reconstructed electron density and ion temperature of the entire corona at two
di�erent heights (about 21 Mm and 160 Mm above the solar surface), using observations of an
entire Carrington rotation.

Stereoscopy

Stereoscopic methods avoid the problem of long time intervals by simply having two observers at
di�erent places at the same time. Like with the tomographic method, the di�erent views on the
same region make a 3D reconstruction possible. The advantage of stereoscopy is that is spatial
and temporal resolution is limited by the instruments. The main disadvantage is its necessity of
at least two instruments in signi�cant di�erent locations. Currently, this is mainly provided by
STEREO data. The two STEREO probes were launched in October 2006, separating from earth
by about 45 degrees per year (Kaiser et al., 2008). The observations STEREO has been made
can be stereoscopically combined with data from SOHO (Fleck et al., 1995) and SDO (Pesnell
et al., 2012, see chapter 4). In 2020, Solar Orbiter (Müller et al., 2013) is supposed to be launched,
which also provides perspectives on the Sun di�erent than from Earth at least in certain, regular
observation windows.

Stereoscopic methods were used, for example, by Feng et al. (2007) to reconstruct coronal loops
in 3D. In a series of papers, Aschwanden et al. (2008b,a, 2009) developed a code which triangulates
the loops and models them, with the model parameters �tted in a way that the observed �ux is
reconstructed.

2In this context, any spatially homogeneous, the loop surrounding emission is called background. Thus, plasma
in the foreground of the loop may also contribute to it.
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Combining �eld modelling and loops traced in observations

Warren et al. (2018) developed a routine for matching loops traced in observations with the projec-
tions of �eld lines obtained from extrapolated coronal magnetic �elds. The resulting combinations
provide the physical conditions along the loops via the observations (for example using an DEM
analysis). The �eld lines, on the other hand, give the 3D location of each point in the loops. Mala-
nushenko et al. (2012) published a method to model the coronal magnetic �eld which incorporates
observed loops. As a consequence, this method does not only yields a coronal �eld model but also
links between �eld lines and traced loops, like above.

1.3 Motivation and goal of the thesis

The most dynamic and energetic events are observed in active regions of the sun. Here, we �nd
much higher concentrations of magnetic �eld energy as well as higher temperatures and densities
compared to other regions of the corona. Also, ARs display dynamics on time scales ranging from
seconds to weeks, the lifetime of an AR. This makes the gaining of a comprehensive understanding
of the processes ongoing in an AR a challenging task. Thus, ARs are subject to vast research, and
we focus on them, too.

In this thesis we explore methods of determining the plasma con�gurations along the loops of
an AR corona when the coronal magnetic �eld is given. As our main source of input data serves
the Solar Dynamics Observatory (SDO, Pesnell et al. 2012), a space probe operated by NASA, and
two of its instruments: The Atmospheric Imaging Assembly (AIA, Lemen et al. 2012) for images
in the extreme ultraviolet (EUV) and the Helioseismic and Magnetic Imager (HMI, Schou et al.
2012) for measuring the photospheric magnetic �elds. The outcome of the methods are 3D maps
of density, temperature and pressure. Note that due to the equation of state, these quantities are
connected to each other.

Due to the very low plasma beta, the AR coronal �eld ~B can be computed by extrapolating
the measured photospheric �elds assuming force freeness, i.e.

∇× ~B = α(~r) ~B,

with the spatial location ~r and a scalar function α. For AR loop modelling, mainly so called poten-
tial �elds have been used (for example in most of the stationary modelling approaches mentioned
above), de�ned by α = 0. Such potential �elds are �elds of minimal energy with respect to a
certain boundary condition (Woltjer, 1958). In contrast to this, the �ux tubes of coronal loops are
anchored in the high beta photosphere, and the photospheric motions causes stress onto the �eld
(Sakurai, 1979) which enhances the �eld energy. Thus, in this work, instead of potential �elds, we
use a more realistic non-linear force-free �eld extrapolation (by Wiegelmann 2008), where α may
vary in space, though not along a �eld line.

The goal of this thesis is to determine the 3D plasma con�guration from observations. Several
methods for doing so are presented. The ones among them which do not produce satisfying results
are waived. Ultimately, a new tool which can approximate the AR corona from EUV observations
and the magnetic �eld extrapolation is provided.

1.4 Outline of this thesis

First, we introduce the Sun and its atmosphere in chapter 2. We introduce the structure of the
Sun as well as of the solar atmosphere. After this, some features of the solar surface and the solar
corona are described. Among them, the ARs are discussed to a larger extent as they belong to the
centre of our investigations.

In chapter 3 we brie�y explain how the EUV line spectra of the corona are generated. The
SDO satellite and its instruments are explained in chapter 4. Here, we go into the details of the
calibration of AIA. Together with the equations of the previous chapter, we show how plasma
emission creates AIA images since this is crucial for our work.
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Afterwards, in chapter 5, a short overview over models of coronal heating and the observable
signals they are expected to produce are given. Additionally, further processes that in�uence the
energy budget of a loop are discussed.

The remaining chapters contain the results of our work. In chapter 6 we retrieve the physical
properties of a loop directly from observations. In chapter 7 we use steady loop models to model
an AR. Images synthesized from the resulting model AR are compared to observations. Finally,
in chapter 8 we present a new, iterative method we developed to obtain the three dimensional
atmosphere from single vantage point observations.

In chapter 9 we summarize the results of our work and present our conclusions, along with an
outlook for future work.



Chapter 2

The Sun and its atmosphere

The Sun is a ball of gas and plasma which displays many interesting phenomena. Some of these
phenomena are persistent while some others are episodic. In this chapter we present some of these
phenomena and their observed physical conditions. As the corona of active regions is of special
interest for this thesis, we go into further details for this part of the sun, compared to all other
parts.

Both the standard model of the internal structure of the Sun and the structure of the solar
atmosphere are well established and are described in various textbooks (like Bray et al., 1991; Stix,
2004; Aschwanden, 2004; Golub and Pasacho�, 2010) and thus will be presented here just brie�y.
When no further citations are given in this chapter, the reader is asked to look into such text
books or reviews on the speci�c topics. Plots made by ourselves to illustrate something mentioned
in this chapter are marked as own work.

2.1 Radial structure

2.1.1 Interior

The standard model of the Sun's internal structure is based on theoretical considerations and
supported by numerical calculations and, especially, by the observations of neutrinos which are
generated in the solar core as well as seismic waves observed on the photosphere.

The Sun has an inner core of a radius of about 250 Mm, in which hydrogen is transformed into
helium via fusion. The energy produced by this reaction is radiated outwards as high-frequency
electromagnetic (EM) waves. Within the core, the entire energy output of the sun is produced.
The power at which this output takes place is known as the solar luminosity, which is of about
L ≈ 3.8 · 1026 W. Further outward, the core itself is followed by a radiation zone through that
the radiation from the core can still easily travel. Di�erent to the core, no fusion goes on in the
radiation zone. However, about 500 Mm from the centre, the sun becomes opaque for the EM
waves, and therefore, from here on, the energy is transported further outwards by a convective
motion of the solar plasma. This gives the layer above the radiation zone its name, the convection
zone. This convection zone reaches to the visible surface of the sun, the photosphere, which is
located 696 Mm away from the centre.

All values mentioned above are current values for the sun. As for every other star, the values
change over time because the fusion has only a �nite amount of fuel and changes the chemical
composition of the sun. However, the evolution of the sun is not subject of this thesis. Since we are
interested in modelling current active regions, which have negligible lifetimes compared to that
of the solar evolution (days compared to billions of years, respectively), we concentrate on the
present state of the Sun.

A sketch of the solar internal structure is given in �gure 2.1.

13
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Figure 2.1: Cross section of the interior of a quarter of the sun (own work).

2.1.2 Photosphere

The photosphere is the visible surface of the sun. Above this very thin layer (300 to 500 km) EM
waves of most frequencies can radiate outwards without much interference.

In vast parts of the photosphere the convective movements beneath appear as granulation: the
up and down �ow of hot cooling material. The granules appear as bubbles with a diameter of
about 1 Mm and a lifetime around 6 minutes. The magnitude of the �ow velocity is typically 1 to
1.5 km/s. Temperatures in the photosphere vary between 6000 K at the bottom and 4000 K at
the top.

2.1.3 Chromosphere

The photosphere is followed by the chromosphere which appears as a red layer during a total
eclipse. It is the solar �surface� for some chromospheric lines, notably Hα. Most important for
the chromosphere, however, is the increase of the temperature with height. Indeed, the boundary
between the photosphere and the chromosphere is de�ned by the temperature minimum. From the
4000 K at the lower edge, the temperature rises, �rst quickly, then much less steep to the range
of 7000 K to 10 000 K at about 2000 km altitude.

2.1.4 Transition region

Between the chromosphere and the corona lies the transition region. It distinguishes itself from the
neighbouring layers by its enormous temperature gradients. Within 100 to 200 km, the temperature
jumps to 1 MK.

2.1.5 Corona

Historically, the corona is distinguished into di�erent parts based on its appearance as a conse-
quence of its constituents.

The K-corona (K is for Kontinuum) consists of photospheric light re�ected at electrons. Due to
the extremely wide thermal broadening, the Fraunhofer lines, well known from the photospheric
spectrum, are missing in the light of the K-corona.

The F-corona (F is for Fraunhofer) is photospheric light re�ected by dust. Unlike the K-
corona, the F-corona displays the Fraunhofer lines since the dust is much cooler. Substantially,
the F-corona extends far into interplanetary space, where it is called zodiacal light.

The dust which is responsible for the F-corona also emits thermal radiation due to its tempe-
rature, mainly in the infrared. This part is called the T-corona, where T is for thermal.
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Figure 2.2: Left: The sun on Feb 14th, 2011, as seen by AIA in the 4500 Å (top left), 304 Å (top right),
193 Å(bottom left) channel. An HMI magnetogram is also shown (bottom right). In the 193 Å image,
some examples for active regions (AR) and coronal holes (CH) are indicated, though more can be found.
The quiet sun (QS) is also highlighted. Note that the ARs appear in the magnetogram as strong �ux
concentrations and in the optical image as groups of sunspots. Right: Part of the sun from Oct 27th, 2014,
in AIA 171 Å channel. Coronal loops, �bres of radiating plasma con�ned in magnetic �ux tubes, are a
common feature (photos: NASA, own collection).

Finally, EUV and X-ray emission is radiated by the hot ions in the corona. This radiation is
caused by level transitions of bound electrons, hence line emission. This part of the corona is called
E-corona (for emission). The emitting ions form a plasma with the electrons of the K-corona. Thus,
E-corona and K-corona share the same space.

The corona features temperatures in the MK range. The plasma is dominated by the magnetic
�eld, which causes a prominent structuring of the corona, like coronal loops. These structures are
addressed further below in more detail.

2.1.6 Interplanetary space and solar wind

Finally, parts of the corona transits into the solar wind, solar plasma radially expanding outwards
permanently and �lling the entire interplanetary space. This wind consists of two velocity com-
ponents with �ow velocities centred around 400 km/s and around 800 km/s. The exact processes
of accelerating the wind particles is an entire topic of research by itself. Although it is linked to
the coronal heating problem, it is not subject to this thesis. The fast wind components are related
to coronal holes (see below), where particle can escape easily due to the �open� �eld structure.

At an altitude of about 400 to 500 Mm above the solar surface, the temperatures of electrons
and ions begin to separate. While the electron temperature starts to drop from coronal tempera-
tures, ions are heated and di�erent ions reach di�erent temperatures up to 100 MK. At about �ve
solar radii, the solar wind becomes supersonic. Around 11 solar radii above the photosphere, the
�ow speed exceeds the Alfvén velocity (Stix, 2004, chapter 9.3.5).

2.2 Lateral structure

Besides the general radial structure mentioned above, the solar surface and atmosphere also show
distinct, local features (�gure 2.2).
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2.2.1 Quiet Sun

The quiet sun takes up the largest fraction of the solar surface. The photosphere does not display
any features besides the granulation. The magnetic surface �eld strength is, typically, of the order
of 1 Gs, both positive and negative polarities mixed and varying on length scales similar to the
granulation. In EUV, the corona appears as a homogeneous haze.

2.2.2 Bipolar regions

Bipolar regions consists of a part of positive and a part of negative polarity. The size of each of
these parts signi�cantly exceeds the length scales of the granulation. Though often this excess is
not very high, bipolar regions can reach sizes of 100 Mm. It is common for bipolar regions to be
formed by magnetic �ux emerging to the surface. The smallest ones can be formed by random
�ux concentrations encountering each other by coincidence. The �eld strength in bipolar regions
can achieve a few kGs. The polarity patches may have complicated geometric shapes, including
fractionation.

2.2.3 Active regions

Active regions are formed by bipolar regions. In the photosphere they appear as sunspots, which
are cooler (about 4500 K) and, thus, darker in the visible light than the surrounding quiet sun. The
low temperature is the consequence of a very e�ective, but not total, suppression of the underlying
convection by the strong magnetic �elds. In the corona, ARs appear much brighter in EUV and X
rays than the �quiet sun haze�. Most prominently here are the coronal loops, EUV and/or X-ray
bright plasma con�ned in the magnetic �eld, thus often outlying the magnetic connection between
the two polarities or other bipolar regions.

2.2.4 Coronal holes

Coronal holes are regions where the magnetic �eld lines leading from the photosphere are �open�,
meaning that they leave the sun and �rst connect to the interplanetary �eld, and probably even
further, before coming back to the photosphere. Since material can escape from the corona because
of this �eld topology, the density of the corona is reduced in coronal holes, and these regions appear
darker in emission than the quiet-sun corona.

2.2.5 Polar regions

At the poles, �ux of one polarity is concentrated at latitudes roughly above 65◦ north, while �ux
of the other polarity can be found below 65◦ south. The �eld strength is of the order of 10 Gs.
Following the solar cycle, the polarities are exchanged every 11 years. Above the poles, coronal
holes can often be found.

Polar regions are di�cult to observe from the ecliptic plane. For this reason, Solar Orbiter
(Müller et al., 2013) is supposed to observe the Sun in an orbit inclined by 25◦.

2.2.6 X-ray bright points

X-ray bright points (XBP) are small volumes in the lower corona emitting large X-ray �ux. The
XBPs appear all over the sun except for ARs. They are related to small bipolar regions. Their
typical size is 50 Mm and they last for around a day.

2.2.7 The network

Besides the granules, a similar pattern of larger size can be observed, the supergranulation. It is
connected to convection cells in the depth of the convection zone. Supergranules are of size of 10
Mm, have horizontal �ow speeds of about 500 m/s and the up�ow and down�ow velocities are 50
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lg(L/Mm) lg(ne/cm−3) lg(Te/K) lg(v/km/s) lg(B/Gs) νei/Hz lg Rm

AR loops 2 - 3.7 3 8.3 - 10.3 3,4 6 - 6.8 2,3,4 1 - 2.3 1,3,4 0.5 1 8 - 12 1

Coronal hole 6.2 - 8.3 2,4 5.9 - 6 4 1 - 1.2 4

Flaring region 1.5 - 2 3 8.3 - 12.5 3 5 - 7.8 3 1.5 - 2.3 3 1.3 - 2.7 3

X-ray bright point 1.7 - 2.3 2 9.7 2 6.3 2

Quiet sun 7.9 - 8.6 4 6 - 6.3 4

Table 2.1: Range of typical physical conditions for di�erent parts of the solar corona. Given are the length
scales L, electron number density ne, electron temperature Te, �ow velocities v, magnetic �eld strength B,
electron ion collision frequency νei, and the magnetic Reynolds number Rm. Superscripts do not denote
powers but sources: 1) Boyd and Sanderson (2003), 2) Golub and Pasacho� (2010), 3) Bray et al. (1991),
4) Aschwanden (2004) and references therein.

to 100 m/s. Along the edges of such supergranules, magnetic �eld is concentrated, the network.
In the quiet-sun corona, a major part of the network �eld is connected to internetwork patches of
magnetic �ux, instead of other network �eld patches. In the chromospheric Ca II line, the network
appears as a bright mesh.

2.2.8 Faculae

Facular �elds are narrow �ux tubes with a diameter of a few 100 km. Although they break vertically
through the solar surface like the �ux tubes of sun spots do, faculae appear brighter because of
their low diameter. This is especially true when they are located near the limb, since faculae are
depressions.In the side view the hotter and, thus, brighter walls of such depressions are easily
visible.

2.3 The active region Corona

2.3.1 Physical conditions

The active region corona is dominated by magnetic �ux tubes which connect, usually, two di�erent
polarities of a bipolar region. Plasma can broadly vary in density and temperature from �ux tube
to �ux tube. Therefore, in EUV, the active region corona appears as a characteristic collection of
coronal loops, elongated emitting plasma in a �ux tube where the plasma in loops close by may
not emit in the same wavelength.

The typical gas pressure of coronal AR plasma ranges from 0.1 to 1 dyne cm−2 while the
strength of the magnetic �eld is about 10 to 100 Gs. Therefore, the ratio between gas pressure
pgas and magnetic pressure pmag, commonly referred to as the plasma beta, is typically

β =
pgas
pmag

=
8πpgas
B2

� 1, (2.1)

(cgs) which is the reason why the plasma is dominated by the magnetic �eld (�g. 2.4).
The appearance of a loop depends on the physical conditions of the plasma within. The EUV

radiation mainly consist of line emission. The electron temperature de�nes the wavelength in which
a loop, or parts of it, are visible, since di�erent ions are present at di�erent temperatures. As the
line emission, to a large part, comes from bound-bound transitions in ions, where the excitation
had been caused by collisions with thermal electrons beforehand, the density of the free electrons
de�ne the number of transitions and thus the intensity of the radiation.

Whenever we write about the temperature in this thesis, we refer to the electron temperature,
if not stated otherwise. This is common practice in literature about the solar corona. The ion
temperatures are of similar order, as collision time between ions and electrons (see table 2.1) are
shorter than the processes in AR loops.
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Figure 2.3: Top: A simple, layered solar atmosphere was one of the �rst ideas of the hot corona and still
presents a global, rough average for the di�erent altitudes. Thus, similar diagrams can be found in various
textbooks (own work). Bottom: In reality, the situation is far more complex and spatial dependent to a
high degree (from Wedemeyer-Böhm et al., 2009).
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Figure 2.4: Plasma beta in the solar atmosphere (from Gary, 2001).

The geometric shape of a loop follows the �ux tube it is trapped in. Thus, there are short loops
that connect the edges of the two polarities which are facing each other as well as extremely long
loops, arching over the entire AR and reaching high altitudes. Also, some loops connect to other
parts of the sun like a neighbouring active region.

Observations have shown that the short loops in the core are the hottest ones, with tempe-
ratures of 3 MK and more in their coronal parts, while the footpoints are typically at 1 MK.
Densities in these loops usually are 109 to 1010 cm−3. The core loops appear steady relative to
their radiative cooling time (for example Warren et al., 2010).

Contrary to that, loops anchored in the umbra do not appear to be heated at all. Their densities
are similar, but their temperature is around 20 kK (Bray et al., 1991, sec. 2.4.3 & 2.5).

Long loops overarching the entire AR usually are cooler than the core loops, having an electron
temperature of 1 MK. The typical densities of these loops is 109 cm−3. The long loops can show
spatial and temporal variations in their brightness which are commonly assumed to be related to
heating and cooling. Estimated cooling times, though, are longer than expected for pure radiative
cooling (Lenz et al., 1999).

Most of the magnetic �ux tubes leaving the photosphere do not reach to the corona. Instead,
they connect back to the photosphere within short distance. Such chromospheric, or even photo-
spheric, loops form the magnetic carpet (Schrijver et al., 1997; Title and Schrijver, 1998). Flux
tubes which reach to the corona, however, pass through the chromosphere as narrow hoses, so
called funnels, and widen when they reach the transition zone (Warren et al., 2008).

2.3.2 Elemental Abundances

As usual for the sun, the solar corona consists of about 90% hydrogen and 10% helium, with
traces of heavier elements (table 2.2). However, radiation observed in EUV mainly originates from
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element photosphere corona element photosphere corona
(1) (2) (1) (2)

H 12.0 12.0 S 7.12 7.27
He 10.93 10.9 Cl 5.5 5.5(3)

Li 1.05 1.64(3) Ar 6.4 6.58
Be 1.38 1.94(3) K 5.03 5.67(4)

B 2.7 3.09(3) Ca 6.34 6.93
C 8.43 8.59 Sc 3.15 3.71(3)

N 7.83 8.0 Ti 4.95 5.56(3)

O 8.69 8.89 V 3.93 4.54(3)

F 4.56 4.56(3) Cr 5.64 6.21(3)

Ne 7.93 8.08 Mn 5.43 5.93(3)

Na 6.24 6.93 Fe 7.5 8.1
Mg 7.6 8.15 Co 4.99 5.46(3)

Al 6.45 7.04 Ni 6.22 6.84
Si 7.51 8.1 Cu 4.19 4.75(3)

P 5.41 5.45(3) Zn 4.56 5.14(3)

Table 2.2: Elemental abundances on a logarithmic scale with H normalized to 12. These values are used
in the CHIANTI atomic database v8.0.2 (Dere et al., 1997; Del Zanna et al., 2015). (1)From Asplund et al.
(2009). (2) From Feldman et al. (1992), if not said otherwise. (3)From Grevesse and Sauval (1998) with the
abundances of elements with an FIP below 10 eV enhanced by a factor of 3.5. (4)From Landi et al. (2002).

these heavy elements, especially iron. Elements with low �rst ionization potential (FIP) below 10
eV have enhanced abundances compared to the photosphere by a factor of roughly 3 (Cassé and
Goret, 1978). In the literature, this observation is referred to as the FIP e�ect.

2.3.3 Magnetic �eld

Due to the low optical thickness of the plasma, the magnetic �eld is hard to measure directly in
the corona. Few approaches were made into that direction (like Sahal-Brechot et al., 1986; Long
et al., 2017).

Nevertheless, the common way to obtain the coronal magnetic �eld is to extrapolate it from
photospheric vector magnetograms. In the photosphere, where the optical depth approaches unity
within a few hundred kilometres, the magnetic �eld vectors can be measured deploying polarimetry
(for example del Toro Iniesta, 2003). Several codes exists for the task of the extrapolation. A review
about these approaches can be found in Wiegelmann (2008). The methods use the fact that the
plasma beta is low in the corona. With the gas pressure and the gravity having negligible e�ects on
the geometrical structure of the loop, also the Lorentz-force has to vanish, as otherwise the loops
would not display the observed stability. This means that the magnetic �eld has to be parallel to
its own curl, i.e.

∇× ~B = α(~r) ~B. (2.2)

In this equation, α is a scalar which can vary from �eld line to �eld line but is constant along
a �eld line. Magnetic �elds ful�lling the equation above are called force-free �elds. Within this
group, three sub-types are usually distinguished: force-free �elds without further constraints on α
except for the invariance along the �eld lines mentioned before are labelled non-linear force-free
�elds (NLFFF). In linear force-free �elds (LFFF), α is spatially constant but di�erent from 0.
Potential �elds have α = 0 everywhere (Wiegelmann, 2008). Figure 2.5 plots �eld lines for each of
the three types of extrapolation. All �elds are extrapolated from the same magnetogram. Also the
starting points for the Runge-Kutta-Iterator which computes the �eld lines from the extrapolated
�elds are the same. The di�erences between the three �elds are obvious.
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Figure 2.5: Twenty �eld lines for di�erent magnetic �eld models for AR 11158, Feb. 14th, 2011, extra-
polated from the same foot points. From left to right: potential �eld, linear force-free �eld with α = 2,
non-linear force-free �eld. The di�erences are striking (own work, �eld extrapolations courtesy T. Wiegel-
mann).
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Chapter 3

Radiation of coronal plasma

In this work, we analyse the EUV radiation with wavelengths of about 100 Å. Hence, we have
to know how this radiation is generated in the solar corona and transported through it. The
description given in this chapter can be found again in several textbooks or reviews (like Mason
and Fossi, 1994; Golub and Pasacho�, 2010; Stix, 2004; Aschwanden, 2004; Bray et al., 1991, and
others) as well as in the handbook of the atomic database CHIANTI (Dere et al., 1997) that can
be used to synthesize solar spectra.

It has to be mentioned that the theory given in this chapter holds, strictly speaking, for
conditions of local thermodynamic equilibrium (LTE) as well as ionization equilibrium only Mason
and Fossi (1994); Golub and Pasacho� (2010). Also, the calculations made by CHIANTI are valid
just in case of both equilibria. Here, LTE means that a temperature can be assigned to the electrons
at any location. Also, the population and de-population rates of levels are in equilibrium. Ionization
equilibrium demands that an equilibrium in both the ionization and recombination rates of atoms
could have been established. This is not necessarily the case in the AR corona, since the highly
dynamical processes within its loops can dis-balance these rates. The heating and cooling, for
example, changes the temperature and therefore the degree of ionization. However, such non-
equilibria do not have a strong e�ect on the total radiative loss rates (Klimchuk, 2006, sec. 5). As
a consequence, in this thesis, we can safely restrict ourselves to the CHIANTI loss rates.

Additionally, the coronal plasma is assumed to be optically thin, which means no absorption of
the emitted EUV radiation occurs (Bray et al., 1991; Aschwanden, 2004, and others). This is not
perfectly true, of course, but a very reasonable approximation (Pottasch, 1963). As a consequence
the radiation emitted in some place of the corona is assumed not to a�ect the emission of plasma
elsewhere, in accordance with the locality of the LTE.

Atmospheric models that incorporate the non-vanishing optical thickness of the plasma and
non-LTE conditions exist (like that by Mili¢ and van Noort, 2017), but they are, so far, 1D models
restricted to the chromosphere and photosphere. Thus, we stay with the approximation of an
optically thin plasma in LTE, allowing us the investigation of its 3D structure.

3.1 The coronal approximation

The EUV emission of coronal plasma is mainly due to line transitions in atoms. In principle, there
are many processes for populating and depopulating the energy levels in atoms. The physical
conditions in the corona provide a simpli�cation for calculating line transitions commonly referred
to as the coronal approximation. In this approximation it is assumed that any excited level is
populated from the ground state only and only by collisions with free, thermal electrons. On the
other hand the de-excitation happens due to spontaneous emission only (e.g. Aschwanden, 2004;
Golub and Pasacho�, 2010). We apply this approximation in our thesis, too.
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3.2 General description of emission and radiative transfer

3.2.1 Contribution of line emission

A large fraction of coronal emission originates from bound-bound line emission (for example Bray
et al., 1991; Golub and Pasacho�, 2010). An important fact for coronal observations and analysis
comes in handy: the mathematical description of the intensity of EUV emission can be separated
into an atomic part and a part depending on the plasma and its physical state.

For a transition between a lower level a and an upper level b of an atom the excitation rate,
which is proportional to the free-electron density ne, may be written as neCab and the de-excitation
rate as Aba. The coe�cients A and C are known as Einstein coe�cients. According to LTE, we
assume the transitions into both directions to be in equilibrium. If the number densities of a
certain ion in ground state a and an excited state b are denoted with na and nb, respectively,
naneCab = nbAba holds. If the de-excitation process emits photons of a frequency νj , the emissivity
εj of the line, or radiative power density, is

εj = hνjAbanb

To split this into the atomic part and the plasma part, this expression is usually expanded by
multiplying unity:

εj = n2ehνj
Abanb
nena

na
nI

nI
nZ

nZ
nH

nH
ne

= n2eĜj(T, ne).

The so called Contribution Function Ĝ(T, ne) now depends on atomic data only. This data can be
determined by laboratory experiments and theoretical calculations. It is independent of the actual
plasma in which the atoms are observed and can be made accessible via databases like CHIANTI
(Dere et al., 1997). The contribution consists of several ratios. The �rst one, Abanb/nane = Cab
describes the excitations in case of transition equilibrium. The second one is the number density
of ions in the lower state relative to the total number density nI of that ion. The next fraction is
the degree of the ionization for that ion, i.e. the amount of the speci�c ion relative to all atoms of
the element, having a number density of nZ . Followed by this is the elemental abundance relative
to hydrogen and the last factor is the ratio of hydrogen number density nH to the electron number
density.

The fraction na/nI is roughly unity. The de-excitation happens about 10 000 times faster than
the excitation, hence most ions are in the lower state. On the other hand, the corona is, at least for
lighter elements, a fully ionized plasma. With its 90% of hydrogen and 10% of helium in numbers
(table 2.2), the ratio of total ionization is nH/ne ≈ 5/6

The contribution function Ĝj has a sharp peak in temperature, since a certain ion can exist in
a narrow temperature range only. If the environment is too cold the atoms cannot be transformed
into the ions emitting line j. If it is too hot, the atoms will be ionized even further. Hence the
ratio ni/nZ is a narrow function of temperature and Ĝj inherits this sharpness. For that reason
temperature analyses of the corona can be done by EUV and X-ray observations since at di�erent
temperatures di�erent ions are present that emit in di�erent wavelengths.

The total emissivity of a plasma is now the sum of the emissivities of all lines:

εtot =
∑

εj

= n2e
∑

Ĝj(T, ne)

= n2eΛ(T, ne). (3.1)

The function Λ is named the radiative loss function. In the description above the contribution
function of a line is a delta distribution in wavelength, but of course there are e�ects (like thermal
or turbulent motions) that cause the line to smear out in wavelength (see below). Since the
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contribution functions are weakly sensitive to changes in density, the dependence on ne is often
dropped.

Hence the contribution function can be taken from databases, we consider it as �known� in this
thesis, though signi�cant changes have been made over the years. Such changes are made whenever
new lines become identi�ed and are included into the calculations, or when the abundances are
changed.

3.2.2 Broadening of emitted wavelengths

The delta-peak, as used above, is only a theoretical simpli�cation of a spectral line. In real mea-
surements, the detected emission from a single line does not have an unique wavelength. Instead,
e�ects like thermal broadening widens the emission, causing the line to form a line pro�le. The
power density becomes a wavelength-depended di�erential emissivity then,

εj = εj(λ)

= n2eĜj(λ, T, ne)

of the dimension power per volume and wavelength. The contribution function now contains the
shape of the line pro�le, too. Adding up the contributions of di�erent lines to a single wavelength
yields the di�erential emissivity of the wavelength

ε(λ) =
∑
j

εj(λ).

Thus, the total emissivity is again

εtot =

∞∫
0

ε(λ) dλ

= n2eΛ(T, ne). (3.2)

Furthermore, we can de�ne a total contribution function

Ĝ =
∑
j

Ĝj .

In general, the emitted power might depend on the direction. The omnipresent magnetic �eld in
the corona causes a spatially inhomogeneous environment, for example. Hence this is not the case
for the intensity of EUV radiation of coronal plasma, we do not consider such an e�ect in this
thesis. Nevertheless, we mention here that the polarisation state depends on the magnetic �eld.
This is used to measure the magnetic �eld on the photosphere, where the sun becomes optically
thick.

3.2.3 Line-of-sight intensity and the di�erential emission measure

The coronal plasma is considered as an optically thin plasma. Hence the total di�erential �ux
of emitted radiation along the LOS received at a single point of view is simply the integrated
di�erential emissivity of the plasma in the LOS:

Î(λ) =
1

4π

∫
LOS

ε(λ) dz

=
1

4π

∫
LOS

n2e(z)Ĝ
(
λ, T (z), ne(z)

)
dz (3.3)
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that is of dimension power per area, wavelength and steradians. The factor 1/4π is for the reason
that ε itself describes the total power per wavelength, spread over all directions.

In coronal physics, an often used measure is the di�erential emission measure DEM1 (Craig
and Brown, 1976)

DEM(T ) = n2e
dz

dT
, (3.4)

that allows to rewrite equation (3.3) as

Î(λ) =
1

4π

∞∫
0

Ĝ ·DEM dT. (3.5)

The DEM(T ) describes the amount of free electrons in the LOS having a temperature in the
interval between T and T + dT . In the corona, the DEM usually has a local maximum around
T = 1 MK, as this is a typical temperature of coronal plasma.

1It has to be taken care of that di�erent de�nitions of the DEM exist in literature. There are one-dimensional
de�nitions, like we use in this thesis, as well three-dimensional ones, like in the original publication. Also sometimes
the product of electron and hydrogen number densities, nenH , is used instead of the square of the electron density.



Chapter 4

The Solar Dynamics Observatory

SDO

In this section we will describe NASA's satellite Solar Dynamics Observatory (SDO), whose data
are of immediate importance for our work. After a short introduction of the satellite itself we
present it's three scienti�c instruments. The Extreme ultraviolet Variability Explorer (EVE) does
not play a role to this thesis and will be mentioned only brie�y. This is also true for the The He-
lioseismic and Magnetic Imager (HMI). At least, its magnetograms are the basis for the magnetic
�eld reconstruction and can provide us with additional information about the physical quantities
in coronal loops, as explained later.

Special emphasis is given to the Atmospheric Imaging Assembly (AIA). Since we want to
produce arti�cial images that can be compared to real AIA observations, we have to carefully
mimic the way AIA generates images out of the incoming light. Therefore, great parts of this
chapter are for explaining the details how the observed photon �ux a�ects the instrument and,
vice versa, is a�ected by the instrument, in order to understand what we see with AIA and how
we see it.

4.1 General information about SDO

SDO is a satellite operated by NASA, launched at February 11th, 2010. Its goal is to image the Sun
at high spatial and temporal resolution, observing its dynamics and understanding the in�uence
of these variations onto life and Earth. SDO is in a geosynchronous orbit to remain in contact
with its own ground station in New Mexico, USA.

The satellite faces the sun all the time. This allows for continuous observations except for two
times per year, around the spring and autumn equinoxes. Both sun and earth are in SDO's orbital
plane then and this causes the earth to occult the sun once per day during these phases (see SDO
webpage; SDO mission webpage).

4.2 The Extreme ultraviolet Variability Explorer (EVE)

EVE (Woods et al., 2012) is a spectrograph for the extreme ultraviolet radiation. It takes EUV
spectra in the range from 1 to 1050 Å, with an resolution of 1 Å. The spectra are taken every 20
seconds. To cover the entire range, EVE consists of several detectors that measure the incoming
EUV radiation in di�erent passbands (see EVE webpage).

27
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4.3 The Helioseismic and Magnetic Imager HMI

The Helioseismic and Magnetic Imager (Schou et al., 2012) provides observations of magnetic
�elds in the photosphere. HMI images the polarized white light of the sun's surface with a cadence
of 45 seconds and a spatial resolution of 0.91�. The methods of spectropolarimetry (for example
del Toro Iniesta, 2003) are used to translate the polarized light into 3D magnetic �eld vectors.
These magnetograms are used as a basis for the extrapolations of the magnetic �eld into the corona
required for our work in this thesis.

These observations directly provide images of the surface taken in the range of the thermal
continuum, i.e. the visible light. Additionally, HMI delivers dopplergrams used for helioseismology
(see HMI webpage).

4.4 The Atmospheric Imaging Assembly AIA

The Atmospheric Imaging Assembly is an imager, which means its takes photos like a common
photo camera, in di�erence to a spectrometer. Spectral information is obtained by using colour
�lters, though these are broad band �lters (�lter width between 10 and 20 Å compared to 76 mÅ
for HMI). AIA observes the sun with a spatial resolution of 0.6� (about 450 km at the sun) and a
cadence of 12 seconds in each �lter. The images are taken with ten di�erent �lters. Seven of them
are in extreme ultraviolet (94 Å, 131 Å, 171 Å, 193 Å, 211 Å, 304 Å and 335 Å). Two are in the
ultraviolet range (1600 Å and 1700 Å). One �lter observes in white light (4500 Å). All channels
are named after the wavelength in Ångstroms at which the channel's passband is centred (see AIA
webpage).

4.4.1 Instrumental setup

This subsection 4.4.1 brie�y describes the setup of AIA. The information given here can be found,
among further details, in Lemen et al. (2012).

AIA consists of four generalised Cassegrain telescopes. All of them are observing in at least
two channels, where either shutters or �lter wheels are used to select between the channels. As
it has been said before, seven channels observe in the extreme ultraviolet, but on one telescope
several additional �lters have been installed for the ultraviolet (UV) and white light observations.

The detection of the photons is done by CCD chips with 4096 × 4096 pixels in each of the
telescopes. The resolution is 0.6 arcsec per pixel, the �eld of view measures 41 arcmin. This is
enough to observe the entire disk of the sun (that has a size of about 30 arcmin) at once, including
the corona up to half of a radius of the sun over the limb. Images are usually taken every 12 seconds
in each EUV channel, but observations with a cadence down to two seconds with a smaller �eld
of view can be made, for example to observe very dynamic events like solar �ares.

Each pixel has a size of 12 µm. The corners of the CCDs lye in the shadow of the �lter wheels.
Hence they are never illuminated by the sun, they are used as a reference for the camera noises.
The full-well capacity is of about 150,000 electrons per pixel. The detectors have been subdivided
into four parts of 2048 × 2048 pixels, which are read out simultaneously with a rate of 2 Megapixels
per second. Each of these quarters have a readout noise lower than 25 electrons.

The primary mirrors have a diameter of 20 cm, and the holes in their middle a diameter of
6.5 cm. Each of the, in total, eight mirror halves have a di�erent coating to make them re�ective
in the desired wavelengths. In each telescope, �lters in front of the CCDs then select between the
di�erent channels provided by the mirror.

The �lters are made of zirconium (for the 94 and the 131 Å channels) or aluminium (for
observations in the longer wavelengths) and are placed close to the focal plane, directly in front of
the CCD sensors. The �lter wheels contain up to four types of �lters for EUV observations: a thin
zirconium �lter and a thin aluminium �lter which are used for operations, and a thick zirconium
and a thick aluminium �lter for redundancy. In telescope 1 (131/335 Å) and telescope 4 (94/335
Å) no more �lters are required to block the light observed by the one half of the primary mirror
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Figure 4.1: The AIA wavelength response functions Ri of the EUV channels.

or the other. Telescope 2 (193/211 Å) however uses a blend at the aperture to select between its
two channels, as both of the observed wavelengths can pass the aluminium �lter. Hence it lacks
the zirconium �lters. Telescope 3 (171 Å/UV) has, besides the thin and the thick aluminium �lter,
three di�erent additional �lters for its UV and white light channels, but no further ones. All �lters
are supported by a mesh made of nickel with a spacing of 70 line-per-inch. These meshes cast a
shadow pattern on the CCDs that can be removed by �at �elding (see section 4.4.4).

The entrances of the telescopes are equipped with additional �lters to remove radiation in
undesired UV, IR and visible light regimes. These �lters are also supported by 70 line-per-inch
meshes that cause di�raction patterns here (see section 4.4.3).

4.4.2 Instrument calibration

The instrument calibration describes the strength of the signal, measured in digital numbers (DN),
depending on the incoming photon �ux and the selected channel. The initial calibration of AIA is
explained in Boerner et al. (2012), and the informations and equations presented in this subsection
4.4.2 are taken from there.

If the subscript i denotes the associated measure for the i-th channel, and we want to describe
the information obtained by a certain pixel p in this channel, one can do this by

pi =

∞∫
0

Aeff,i(λ)g̃(λ)F (p)

∫
FOV

I(λ,Ω)dΩ dλ.

The e�ective area Aeff,i takes into account the e�ects of the optical system onto the incoming
photon �ux. It is given by

Aeff,i = AgeoRP,i(λ)RS,i(λ)TE,i(λ)TF,i(λ)Q(λ)D(λ, t)

where Ageo is the geometric size of the collecting area, RP,i and RS,i are the re�ectances for the
primary (P) and secondary (S) mirror in the given channel, TE,i and TF,i are the transmissivities
of the �lters at the entrance (E) of the telescope or near the focal plane (F), respectively. The
measure Q is the quantum e�ciency of the detector and the factor D describes the degradation
of the instrument.

The system gain g̃ of the camera, measured in DN per photon, includes the photon to electron
conversion (in electrons per photon) and the camera gain (in DN per electron). The system gain
g̃ ranges from 0.6 DN per photon to 2.13 DN per photon, depending on the EUV channel.

The dimensionless �at-�eld function F (p), which depends on the pixels, collects all e�ects that
systematically a�ect the detected light on each pixel, like di�raction and shadowing of the �lter
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supporting meshes, slightly variations of the sensitivities of each pixel and so on. Subsection 4.4.4
will give some further details about the �at-�eld function.

The measure I [photons Å−1 sr−1 s−1 cm−2] is for the di�erential photon �ux. It is physically
identical to the di�erential �ux Î de�ned in (3.3), but di�ers in the way that Î uses Watt whereas
I is in photons per second. Thus their relation is hν(λ)I(λ) = Î(λ), with h being Planck's constant
and ν the frequency of the photon. We keep the hat to formally distinguish between the two �uxes,
and will do the same with the contribution function G. Here, we also include the factor 4π, so that
hνG = Ĝ/4π, since it is this G that can be obtained from the CHIANTI database (Dere et al.,
1997).

Finally, pi is the counting rate for the pixel p observing through �lter i, and is of units DN
s−1. Integrated over the exposure time of an image, it yields the DN value for that pixel. Hence,
the �nal image is the array of the DN values from all pixels of the CCD.

The wavelength responses Ri(λ) for the �lters are given by

Ri(λ)[DN cm2 photon−1] = Aeff,i(λ)g̃(λ).

The wavelength responses for the seven EUV channels are shown in �gure 4.1. However, as men-
tioned in chapter 3.2.1, the constituents of coronal plasma emit EUV radiation only in a very
narrow temperature range. Using (3.5),

I(λ) =

∞∫
0

G ·DEM dT,

we can write the detected count rate on the pixel p as

pi =

∞∫
0

Ri(λ)F (p)

∫
FOV

∞∫
0

G(λ, T ) ·DEM(T ) dT dΩ dλ.

The temperature integral represents the LOS integration. Together with the integration over the
FOV this yields a 3D integral over the entire volume of emitting plasma observed by the pixel.

The observed solid angle Ω might be expressed in multiples of the solid angle Ω0 observed by
one pixel: Ω = Ω0ω, if ω pixels are involved. AIA has a spatial resolution of about 0.6�. With SDO
being rS ≈ 1.5 · 105 Mm away from the sun, Ω0 is 8.4 · 10−12 st per pixel (�g. 4.3). This allows us
to substitute the solid angle integration by an integration over the illuminated fraction of a pixel:
dΩ = Ω0 dω. Quite naturally, when integrating over exactly one pixel, we end up with ω = 1 pixel.
But later in this work we will add up contributions from fractions of a pixel. Thus, ω ∈ R.

As the wavelength responses Ri of the instrument and the contribution function G are known
from measurements, both can be combined to a temperature response:

Ki(T ) = Ω0

∞∫
0

Ri(λ)G(λ, T )dλ,

which has a dimension of DN cm5 s−1 pixel−1 and is displayed in �gure 4.2. This allows for
expressing the counting rate of the pixel in terms of the DEM :

pi = F

∫
pixel

∞∫
0

Ki ·DEM dT dω. (4.1)

The factor F from the �at �eld can be extracted from the integral as it is constant over an
entire pixel. In our work we often approximate the solar atmosphere by small cubes �lled with an
isothermal plasma of temperature T and of constant density n. In this case, using (3.4) backwards,
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Figure 4.2: The temperature response functions Ki of the EUV channels in dependence of the tempera-
ture at launch. They were calculated as described in Del Zanna et al. (2011) using CHIANTI v8.0.2 (Dere
et al., 1997; Del Zanna et al., 2015) and the coronal abundances as given in table 2.2.

Figure 4.3: Schematics of a pixels �eld of view. The pixel observes a solid angle of Ω0. Since the sun is
far away, and the observed part of its atmosphere is thin compared to the distance (rS � d), the line of
sights might be considered parallel on the sun (own work).

we can express the contribution of the small, single volume to the count rate of pixel p in �lter i
as

pvoli = Fω

z1∫
z0

n2Ki(T ) dz

= Fωn2Ki(T )∆z (4.2)

with ω denoting the fraction of the pixel illuminated by the volume and z0 and z1 the locations
of the front and the rear surface of the cell along the LOS, respectively.

The e�ective areas and the temperature responses are provided by the AIA team via SolarSoft
(Freeland and Handy, 1998) in IDL (see Boerner et al., 2012). Another way to calculate the
temperature responses is described in Del Zanna et al. (2011). Both of them employ the CHIANTI
database (Dere et al., 1997) to obtain the contribution function G.

4.4.3 Point spread function

As mentioned in section 4.4.1 above, the meshes which supports the �lters produce a di�raction
pattern on the images. Additionally, the mirrors and the CCDs can contribute to these patterns,



32 CHAPTER 4. THE SOLAR DYNAMICS OBSERVATORY SDO

Figure 4.4: Point spread function for AIA's 211 Å channel. The numbers on the axes are the pixel
numbers (from Grigis et al., 2012).

too. The resulting image of a point source of light is called the point spread function (PSF). A
detailed description of this e�ect and how to deal with it is given in Grigis et al. (2012). Figure 4.4
shows a modelled PSF for the 211 Å passband of AIA. The PSFs for the di�erent EUV channels
have been obtained from analyses of images taken during operation of AIA. Like the response
functions, these PSFs are provided via SolarSoft by the AIA sta�, together with a procedure to
deconvolve the images.

4.4.4 Flat-�eld function

The �at-�eld function corrects for phenomena like varying sensitivity of di�erent pixels, slightly
di�erent gains in di�erent quadrants, vignetting or contamination by dust. It appears at a simple
factor (F ) for each pixel in the calibration and is normalized to 1. The �at-�eld is checked for
temporal evolution from time to time.

4.4.5 Data processing

AIA images are 4096 × 4096 arrays, where each entry is a number in a measure, the DN, which
depends linearly (besides noise and errors) on the incoming intensity of EM radiation. These
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images, as they are, are called level 0 images. However, two further levels of processed images are
provided, the level 1 images and the level 1.5 images. This image processing is described in Lemen
et al. (2012) and is summarised here.

Level 1 images

The processing pipe line to level 1 mainly removes the noise and errors of the detectors. First,
so called over/scan rows and lines are removed, if present. These are remnants of charges from
previous read-outs.

Second, the dark image, the image one would obtain in a completely dark universe without
incoming radiation, is removed. This dark image is caused by the read noise and dark current, due
to thermal e�ects.

As third step, the �at �eld function (see section 4.4.4) is applied to the image.
Fourth, the DN value of permanently malfunctioning pixels are replaced by an interpolation

of the DN values of adjacent pixels.
Fifth, �spikes� within the images, these are pixels which have unexpected and signi�cantly

higher DN values than other pixels close by, are removed. This is done by replacing the pixels
value to the median of the values from pixels in the surrounding. The �spikes� can be produced
by energetic particles, for example.

Finally, the image is �ipped so that the north of the sun appears on top and the south in the
bottom of the image. Though, the rotational axis might still be inclined to the image axis.

All information used for the data procession to get level 1 images (like the list of malfunctioning
or despiked pixels or the �at�eld) are provided with the images, so that level 1 images can be
reprocessed to level 0 again, without loss of information.

Level 1.5 images

As AIA takes EUV images every 12 seconds, thus monitoring the dynamics of the solar corona
with a high cadence, it is one of the goals of the mission to support videos of the sun displaying
these dynamics (Lemen et al., 2012). In these videos, the Sun should neither bobbing around nor
shrink or grow from frame to frame. To do so, further processing of the level 1 images is done.

First, the images are rotated in a way that the image of the sun has an inclination angle of
0◦. This means that the line from north to south pole is parallel to the left and right edges of
the images, with north heading to the top edge. This step is necessary because, although the four
telescopes have been co-aligned prior to the launch, a residual roll within a quarter of a degree
between them still remains (Boerner et al., 2012).

Second, a kind of �digital zoom�, the so called plate-scale correction, is applied to adjust each
image to a �eld of view with 0.6 arcsec per pixel. The sun appears in the same size in each �lter
then.

Third, the slight di�erences in the bore-sights of the telescopes are corrected so that the Sun's
centre appears in the middle of each image.

4.4.6 Errors

Boerner et al. (2012) also estimated the measurement errors of AIA caused by uncertainties in the
instrument calibration. According to them the 1σ error in the e�ective areas Aeff adds up to 28%,
with the contamination and the quantum e�ciency of the detectors being the largest contributors.
The cameras themselves have read out noises between 1.14 and 1.2 DN. Their response to the
incoming photon �ux is linear within 1% up to 11 kDN, a value not reached outside of �ares.
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Chapter 5

Coronal heating theory

The energy budget of a loop consists of the heating EH , the total radiative cooling εtot and the
conductive losses U̇C . All these terms together describe the rate of change of the thermal energy
density

U̇th = EH − εtot + U̇C .

In general, all these terms depend on location, temperature, density and plasma composition.
In the following, we give a quick overview over the models. The two cooling terms on the right
hand side are relatively well known, and their descriptions are well established in the scienti�c
community. The heating term EH and its underlying physics are yet not fully understood and has
been debated since decades. Hence, many models are under discussion.

5.1 Heating mechanisms

The energy required to maintain the observed coronal temperature is only 0.01% of the solar energy
release (for example Stix, 2004, sec. 9.4.1, Walsh and Ireland, 2003, Golub and Pasacho�, 2010,
sec. 7.4). It is broadly agreed that the energy for heating the corona is taken from the motions of
the photospheric plasma where the �eld lines are anchored in (Aschwanden, 2004, sec. 9.2, Golub
and Pasacho�, 2010, sec. 7.4, among others). Many theories have been proposed for transporting
this energy into a coronal loop and transforming it into heat there. We introduce here the main
approaches which are generally discussed in reviews like Narain and Ulmschneider (1996), Walsh
and Ireland (2003), Klimchuk (2006), De Moortel and Browning (2015) or textbooks (Aschwanden,
2004, chp. 9, Bray et al., 1991, sec. 5.7, Stix, 2004, sec. 9.4, Golub and Pasacho�, 2010, sec. 7.4).

5.1.1 Dissipation processes

There are, ultimately, few processes which can generate thermal energy from other kinds of energy.

Compression

The compressional shock dissipation of waves is one of the mechanisms which is considered for
coronal heating. Here, the internal energy of the gas is changed when the �ow velocity ~u compresses
(or relaxes) the gas, i.e.

∇ · ~u 6= 0.

Joule heating

Electric currents produce heat with a power of

~j2

σ
, (5.1)
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with ~j being the current density and σ the electrical conductivity. However, the ratio of Joule
heating to compressional heating is

~j2

σp |∇ · ~u|
≈ 1

βRM
, (5.2)

here p denoting the plasma pressure, ~u the velocity of the �ow, β the plasma beta and RM the
magnetic Reynolds number. In the solar corona, β is about 0.01 to 0.1, while Rm is in the range
of 1010 (see table 2.1), when considering the length scales of a coronal loop. Thus, mechanical
work would outweigh the Joule heating by far, making it in principle negligible. Nevertheless,
the joule heating is one of the main dissipations mechanisms in coronal heating theory, since in
many proposed mechanisms very short length scales are produced. On these short length scales
the magnetic Reynolds number is locally decreased far enough for the heating process to become
e�cient.

Viscous dissipation

Viscous dissipation as a heating mechanism is discussed for shear waves. At a shear viscosity µ
and a �ow velocity ~u, the heating power here goes with

µ
∑
ij

∂jui.

However, the shear viscosity is small compared to the compressional viscosity (Ofman et al., 1994),
thus the gradients have to be large again. Likewise for the Ohmic heating, the viscous dissipation
requires short length scales.

Wave damping

For the heating of ions, resonant damping of cyclotron waves has been considered for the solar
corona and for the acceleration of the solar wind (Hollweg, 1986; Isenberg, 1990; Marsch and Tu,
1997a,b). Also, the thermal velocities of the electrons in the MK plasma are comparable to the
wave velocities, like the Alfvén velocity. Thus, waves can experience Landau damping.

5.1.2 Scale transfer mechanisms

Both the Ohmic heating as the viscous dissipation require length scales several orders of magnitude
shorter than the typical length of a coronal loop. In literature, di�erent mechanisms allowing this
situation to occur have been proposed.

Phase mixing

Heyvaerts and Priest (1983) investigated a con�guration where shear Alfvén waves, with a displa-
cement vector in y direction, travel along �eld lines in z direction. The gradual variation of the
Alfvén speed in x direction causes the waves on two neighbouring lines to become out of tune with
each other. Due to their mutual coupling the waves become damped. In laminar situations, the
authors estimated the damping length in open �eld lines and the damping time in closed struc-
tures like loops to scale with R

1/3
tot . The value Rtot is a �total Reynolds number� which includes

both magnetic di�usivity and kinematic viscosity. In the same publication, the authors point out
that due to the small scales the phase mixing produces, the coronal plasma can be in a state of
permanent Kelvin-Helmholtz-like turbulence, so that the laminar picture breaks down and both
damping length and damping time become signi�cantly shortened, increasing the heating power.
Abdelatif (1987) denoted that high-frequency waves can deposit their entire energy into the coro-
na, but no such waves were observed. Whereas, the observed low-frequency waves do not dissipate
enough energy to account for the entire heating. On the other hand, Hood et al. (1997) found that
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the phase mixing of shear Alfvén waves can heat the corona on time scales equal or shorter than
the radiative cooling time scales, and may provide at least a base level of heating. Similon and
Sudan (1989) and Malara et al. (2000) proofed that the scaling mentioned above holds in (quasi)
2D �eld geometries, like in Heyvaerts and Priest (1983), but in really 3D �eld con�gurations, the
damping length and time rather go as ∝ lnRtot, which means an enhancement of the heating.

Shear Alfvén waves generated in the foot points and dissipated by phase mixing release their
energy near the footpoints and, thus, a brightening in X-rays is expected there (Abdelatif, 1987).

Resonant layers

Ionson (1978) suggested the idea of resonant layers in coronal loops: MHD surface waves are
transmitted into the inner part of the loop. Due to inhomogeneous Alfvén velocities, there is at
some point a thin layer of �eld lines which is in resonance and becomes heated. Later, Ofman
et al. (1998) pointed out that the heated layers move across the loop since density changes where
the resonant heating occurs and the heated �eld lines becomes detuned while others tune in.
They also showed that a broadband spectrum for the driver is required for sustaining the heating.
Beliën et al. (1999) found that a large amount of the energy in the Alfvén waves is converted
into energy for exciting magnetosonic waves, while traversing the chromosphere. They conclude
that, hence, the energy which can be dissipated by resonant layers is strongly depleted, though
the magnetosonic waves may contribute to the heating due to shock dissipation. De Groof and
Goossens (2002) demonstrated that when using drivers with random spectrum resonant layers can
appear in every location within the loop.

Resonant layers are very thin, between 300 m and 250 km, depending on the assumptions made
(Davila, 1987), which is beyond the resolution of current observations. Additionally, they expect
the root mean square of non-thermal velocities to be 2 to 6 km/s (Davila, 1987).

Braiding, Current sheets and Nano�ares

Parker (1983a,b, 1988) suggested that magnetic �ux tubes become twisted and braided with neigh-
bouring tubes due to footpoint motions. The magnetic �eld eventually reconnects at such discon-
tinuities in the �eld topology, releasing their energy in small, short and impulsive events called
nano�ares. Additionally, small-scale current sheets appear and become dissipated where the �ux
tubes are entangled.

Van Ballegooijen (1986) showed numerically that the large-scale stress indeed can be transfer-
red to small scales when the coronal �ux tubes split up into �ner �laments, like the funnels, near
the photospheric footpoints. In another numerical braiding model, they concluded that braiding
itself may cause too less heating to explain the coronal temperatures alone (van Ballegooijen et al.,
2017).

Hudson (1991) pointed out that for nano�ares to support the entire coronal heating, the power
law which describes the di�erential �are frequency in dependence of the �are energy,

dN

dE
∝ Eα,

must have a slope α < −2. For such a slope, the the major contribution to the energy input is
from the small �ares. For slopes less steep, the large �ares dominate. (Aschwanden, 2004, chapter
9.8).

Turbulence

In turbulent models the permanent mechanical stress on the loops due to footpoint motions induces
energy on larger scales into the coronal loops. The turbulence cascades this energy to the small
scales where Joule heating occurs.

Heyvaerts and Priest (1992) derived that such turbulent velocities should be 20 to 30 km/s. In
the simulations by Dmitruk et al. (1998), the turbulent heating appears to be similar to nano�are
heating. Chae et al. (2002) determined that turbulent heating would occur near the footpoints.



38 CHAPTER 5. CORONAL HEATING THEORY

5.1.3 AC heating vs. DC heating

In the literature, the mechanisms are commonly divided into AC or DCmechanisms (for alternating
and direct current, respectively), based on their typical time scales. The discriminating time is
the time an Alfvén wave needs to travel from one footpoint of a loop to another. Processes faster
than this Alfvén travel time of 5 to 8 minutes are denoted as AC processes. Mechanisms acting on
longer time scales are collected into the group of DC mechanisms.

Basically, all wave approaches belong to the AC group. The current sheet dissipation and
nano�are models are based on the loop braiding, hence they are associated to the DC heating.
Turbulent models exist for both groups.

5.2 Some observational constraints

It must be pointed out that deducing the heating from observations is a di�cult task. Examples
where the interpretation of observations led to intense discussions are given in Walsh and Ireland
(2003, sec. 3.3.3). This includes the case where, from the same data set, Priest et al. (2000),
Aschwanden (2001) and Reale (2002) deduced a uniform heating along the loop, a heating at the
footpoint or a heating at the loop top, respectively.

While the heating itself is not observable, the back reactions of the plasma onto it are. Since
the availability of space-borne observations, the corona has been observed in X-rays and the EUV.
Many events have been reported and have been connected to coronal heating. All of these observa-
tions must be explained by a consistent theory of coronal heating. Many of these observations are
established. If no further citation is given, summaries and their general conclusions can be found
in textbooks like the ones already mentioned in section 5.1. The little overview is, of course, not
exhausting.

With Multi-passband-imagers like AIA inversions of the DEM can be performed (see section
1.2.1). Such analysis makes clear that coronal active region plasma can be found within the entire
temperature range from one to several MK. Short loops in the core of active regions are generally
hotter and less variable in intensity than long loops footed in the outer parts of an AR. From the
Umbrae of sun spots, however, no X-ray or EUV loops emerge.

From the non-thermal broadening of lines, Chae et al. (1998) found velocities up to 30 km/s
in plasma below 2 MK. This matches the expected velocities of the turbulent models as well as
the estimates for the resonant layer heating.

At the coronal footpoints of hot loops, Testa et al. (2013) identi�ed brightenings with a lifetime
of 15 seconds. They interpreted these as signatures of nano�ares, as both have similar amount of
energy.

Also, waves can be observed in the corona (like in Morton and McLaughlin 2014). The waves in
coronal loop become damped when their energy is transferred to heat. In hot loops, the modelled
damping times of magnetosonic waves due to thermal conduction matches the observed values
(Ofman andWang, 2002). At the same time, for kink oscillations, theoretical and observed damping
time roughly agree only for phase mixing (Ofman and Aschwanden, 2002).

Cirtain et al. (2013) observed �ux tube braiding in the corona in EUV images, which has been
con�rmed via �eld extrapolations (Thalmann et al., 2014).

Aschwanden et al. (2000b, and references therein) reported that the power law for the �are
frequency in dependence of the �are energy follows a slope of -1.8, too shallow for the nano�are
model to be su�cient for coronal heating. However, they compare their founding to similar surveys,
some of them having even �atter slopes while other claiming a slope steeper than the required -2.
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Figure 5.1: The radiative loss functions Λ(T ), as given by Rosner et al. (1978) and Cook et al. (1989) and
computed with CHIANTI version 8.0.7 (Del Zanna et al., 2015) with the coronal abundances displayed in
table 2.2

.

5.3 Coronal cooling

5.3.1 Radiative cooling

As mentioned in chapter 3, an important process for a coronal plasma of loosing energy is radiating
EM waves due to bound-bound-transitions. The ions become excited by collisions with free elec-
trons, draining their thermal energy. Besides this bound-bound emission, a free-bound continuum
contributes in the EUV. Its emissivity is a factor of 100 lower than the line emissivity at 1 MK, but
becomes signi�cant at 10 MK and above (Golub and Pasacho�, 2010, sec. 3.3). The total power
density εtot of these radiative losses is usually described by the product of the electron density ne
and the radiative loss function Λ(T ), which mainly depends on the electron temperature:

εtot = n2eΛ.

The part of the radiative loss function which is caused by the bound-bound transitions is given in
equations (3.1) and (3.2). This function can only be approximated for the corona.

Commonly used radiative loss functions are given by Rosner et al. (1978); Cook et al. (1989).
It can also be generated from the CHIANTI database (Dere et al., 1997). These loss functions are
plotted in �gure 5.1.

5.3.2 Heat conduction

The heat conduction in a coronal loop is supported by the free electrons. The conductive losses
are described as

U̇C = −κ0∂x
(
T 5/2∂xT

)
as proposed by Spitzer (1962). The constant part of the coe�cient of conductivity is κ0 ≈ 10−6 erg
s−1 cm−1 K−7/2, but slightly varying values are used in literature since it depends on the plasma
composition.

It must be noted that below around 20 000 K, in the transition region, this description of heat
conduction breaks down. At such low temperatures, the ambipolar di�usion of atomic hydrogen
becomes signi�cant (Fontenla et al., 1990).

It has been recently found that in �aring loops, turbulence may signi�cantly reduce the coef-
�cient of heat conduction to

κ ∝ neT 1/2
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due to pitch angle scattering of the electrons (Kontar et al., 2014; Bian et al., 2016).

5.3.3 Mass �ow

The exchange of mass between corona and chromosphere can signi�cantly change the energy
distribution. Especially the transition region can shift up- and downwards.

In case of chromospheric evaporation, chromospheric plasma becomes heated. The increased
pressure compared to the corona causes an up�ow of material into the corona, �lling loops with
plasma of 105 K up to 106 K. Such up�ows can reach velocities of 100 km/s (for example, De
Pontieu et al., 2011). The evaporation can be driven by direct heating of the chromospheric
plasma, like in �ares, or be the response of the plasma on coronal heating (Polito et al., 2018).

The coronal rain are plasma blobs of a few 100 km in size and around 10 000 K in temperature,
i.e. far cooler than the corona. Condensed in loops not in thermal equilibrium, these blobs form a
down�ow from the corona to the chromosphere along �eld lines (Foukal, 1976, 1978; Antolin and
Rouppe van der Voort, 2012).

If the pressures in the footpoints of a loop are di�erent, this is balanced by siphon �ows, where
material moves in one direction along the entire loop.



Chapter 6

Inferring the physical conditions

directly

Here we evaluate the possibility of inferring the physical properties of the coronal plasma from
observations directly. The method is described in Aschwanden et al. (2008a).

In the procedure, a hose of points is wrapped around a loop. The central axis of the tube follows
the loop. This loop is represented here by an extrapolated �eld line. The points on this central
axis are spaced according to the pixel size. From each point on the central axis a perpendicular
axis is extruded into both directions. The points on them are placed with the same spacing as
on the central axis (�gure 6.1). The DN values of the observed image are sampled on each of the
points.

The perpendicular extensions are used to subtract the background of a loop. For each of the
orthogonal axes it is assumed that the point on the central axis samples a part of the loop. So
do the directly neighbouring points on the perpendicular axis, up to a certain width. The points
further out are assumed to sample the background. A polygonal function is �tted to the DN values
of the background points. The value of the �tted function at the locations of the loop points is then
the background. Consequently, the remainder of the DN value at the loop points is interpreted as
the contribution of the loop itself.

Once the background has been subtracted, the remaining emission of the loop in di�erent
�lters can be used to infer the physical conditions along the loop. This can be done as described
in the paper above, or by other implementations of the DEM analysis (like Kashyap and Drake,
1998; Hannah and Kontar, 2012; Del Zanna, 2013). Together with the 3D information of the �eld
extrapolation, this would allow for the modelling of an entire AR in 3D when being applied to a
set of �eld lines representative for the full AR.

6.1 Application to AR 11158

In Aschwanden et al. (2008a), the method is applied to well-isolated loops. For one of the loops,
the authors are unable to �nd satisfactory results in one part. In the publication, this is explained
by another loop crossing the �rst one in the images. However, we �nd out if we can apply the
method to entire ARs near the disc centre, where such loop crossings are very common.

We apply the approach to a loop in the core of AR 11158, observed on February 14th, 2011
(�gure 6.2). This loop has been chosen because it has a good visual match with an extrapolated
�eld line in the western half of the �eld line. However, along the eastern half of the �eld line, no
matching loop is, by eye, visible any more. Instead, other loops are crossing the �eld line. The
western foot point is part of a bundle of foot points, which appear as an extended bright feature
in the observations. The eastern foot point is clearly visible in the AIA 304 channel, though.
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Figure 6.1: Placing of the sampling points. The extrapolated �eld line (thick line, with grey diamonds)
de�nes the central axis. The perpendicular axes (thin lines with cupped diamonds) are extensions ortho-
gonal to the central axis.

6.1.1 Background subtraction

For the background subtraction, the projection of the �eld line into the image plane serves as
central axis. The width of extension to each side is n = 4 points, making up for a total of 9 points.
Out of these, the three inner points are initially declared to belong to the loop and the remaining
ones to the background.

We denote the perpendicular o�set of the j-th node on the central axis with x0j . The o�sets
of the points on the related perpendicular axis are denoted by xij , where i runs from −n through
n. It holds by de�nition

x0j = 0 ∀ j,
−xij = x−ij ∀ j,
xij = xik ∀ i.

At each of the points we take the local DN value from the observations. We �t a polynomial of
3rd order to the points, using a common polynomial regression. We de�ne

~zj = ({xij | node of index i belongs to background})T ,

~yj = ({DNobs(xij)| node of index i belongs to background})T

and

M :=


1 zj,0 · · · zdj,0
1 zj,1 zdj,1
...

. . .
...

1 zj,k−1 · · · zdj,k−1

 ,

where k is the number of points going into the regression and d = 3 is the degree of the �tted
polynomial. The value zj,l is the l-th component of the vector ~zj . With these de�nitions, the
d+ 1 -dimensional vector of regression-coe�cients, ~a is computed by

~aj =
[(
MTM

)−1
MT

]
~yj .

Consequently, the background emission along the perpendicular axis of node j is now de�ned by

fj(x) :=

d∑
l=0

aj,l x
l.
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DN

Figure 6.2: Region of interest with the loop analysed in this chapter, as seen in channel AIA 171. The
�eld line used for the analysis is overplotted.

DN

Figure 6.3: The analysed loop as seen in channel AIA 171. Bottom left: Observation, bottom right:
sampled intensities, top left: computed loop intensities, top right: computed background intensities.

The emission from the loop at the sampling points follows then directly from

DNloop(xij) = DNobs(xij)− fj(xij).

In case that the loop intensity turns out to be negative, fj is recomputed with only the outermost
two points on each side as background points (wider loop). If this does not cause the loop-intensity
to become non-negative, a �nal attempt is made with all but the point on the central axis as
background points (loop more narrow). If no positive loop emission is found then, the values are
kept as they are. The loop is declared invisible at this location in the chosen �lter.

6.1.2 Background-subtracted loop

Figure 6.2 depicts the loop with the projection of the �eld line over-plotted. Figure 6.3 shows the
loop and its surroundings, the loop masked for the hose, and the computed background and loop
intensities. For each perpendicular axis, the total intensity and the computed background intensity
are plotted in �gure 6.4 in sequence.

6.2 Discussion and conclusion

From �gures 6.3 and 6.4 it is clear that the analysed loop can be detected only along roughly a
quarter of the length of the �eld line in AIA 171. For the remaining parts of the �eld line, the total
intensities and background intensities are close to each other, compared to the 28% error of AIA.
For some nodes, the algorithm failed to �nd a proper background due to the low contrast, like at
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Figure 6.4: Observed total intensities (solid lines) and computed background intensities (dashed lines)
for each perpendicular axis for the AIA 171 channel. The plots for each axis are displayed in consecutive
order, split into two halves for reasons of spacing. The three grey, vertical lines denote the locations of the
three central sample points on the perpendicular axes. The height of the bar in the lower left represents
an intensity di�erence of 1000 DN.
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Figure 6.5: Categorized excess of total intensity relative to computed background intensity for each point
on the central axis and for each of the seven AIA channels. Black squares: The total intensity exceeds the
background intensity by at least 56% (twice the AIA calibration error). Grey squares: the total intensity
exceeds the background intensity by at least 28% (once the AIA calibration error). Cupped, light grey
squares: the total intensity exceeds the background intensity by less than 28%, or not at all.

the eastern end of the �eld line. Negative loop intensities were computed here, though lower than
the observational error.

The situation is similar, or worse, in other channels. Figure 6.5 categorises how much the total
intensity on each sampling point along the central axis exceeds the computed background intensity.
The thresholds for the categories is the AIA calibration error of 28% (Boerner et al., 2012). A black
square indicates that the total intensity at this point and in this channel exceeds the background
intensity by at least 56%. A grey square indicates points where the total intensity is between 28%
and 56% higher than the background. Points and channels where the total intensity is less than
28% brighter than the background are denoted by cupped squares. In the latter case, the loop is
not signi�cantly distinguishable from the background any more, or even invisible. As it can be
read from the �gure, this latter case is the main category for most points in any channel. For
proper determination of the temperatures, the loop must be clearly visible in several channels.

Therefore, we conclude that inferring the physical conditions in loops in the centre of ARs with
this method is impracticable. In this crowded part of the corona, loops are isolated far too rarely.
The contrast required for the background subtraction is too low too often. Consequently, inferring
the 3D atmosphere from multi-channel observations this way is not feasible, and other approaches
are to be considered.
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Chapter 7

Synthesizing AIA images based on

loop models

The goal of this thesis is the determination of the physical conditions in an coronal active region in
three dimensions, rather than yielding two dimensional projections. One way to achieve this is ap-
plying loop models to the �eld lines known from magnetic �eld extrapolations. Such models specify
electron density, gas pressure and temperature on each point of each �eld line. Mathematically,
they de�ne functions

T (s), n(s), p(s)

on a given �eld line
~r(s),

where s is the loop coordinate, the distance to one footpoint measured along the loop, T , n and p
are electron temperature, electron density and gas pressure, respectively, and ~r is the location in
space.

The models can be tested by synthesizing satellite images from the model atmosphere and
comparing these with actual observations. If the synthesized images are similar to the observations,
this would be a strong hint that the model is correct, though it does not necessarily has to be.
On the other hand, the model can be ruled out if the synthesized images di�er strongly from the
observations.

Having observations from multiple view directions at hand (like from the STEREO mission,
Kaiser et al., 2008) is advantageous for this kind of analysis. Since it can be assumed that a model
which successfully reproduces the observations from di�erent perspectives simultaneously must be
very close to reality.

A problem is the fact that the �eld lines are one dimensional curves in a three dimensional space.
Therefore, an in�nite amount of lines �t into a small but �nite part. Due to the magnetic insulation
between coronal loops the physical conditions might have discontinuities at the boundaries between
two loops. On the other, hand the 3D model shall converge when more and more �eld lines are
taken into account. Thus, a useful number of �eld lines accompanied by a suitable density of �eld
lines has to be found.

In this chapter, the models are applied to AR 11158, which has been considered in chapter 6
already. The resulting synthesized images are compared against EUV observations from SDO/AIA.

There have been other works in the direction of forward modelling using 1D steady state
models of loops. Lundquist et al. (2008a) published a forward modelling code that tries to �t X-ray
observations of ARs. Their results matched better either to the observed temperature distributions
of an AR (when applying loop top heating) or the observed morphology of the emission (when
applying footpoint heating). They could not reproduce both at the same time, however. Warren
and Winebarger (2006) could reproduce the X-ray AR, the resulting EUV emission failed to match
the observation. Dudík et al. (2011) was able to match both X-ray and EUV with a steady state
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Field Field
Is it a closed line? ht line top height

B1 Footpoint A �eld strength Bmax max �eld strength
B2 Footpoint B �eld strength Bmin min �eld strength
L Field line length Bt �eld strength at top
x1 Footpoint A location x 〈B〉 mean �eld strength
y1 Footpoint A location y σB standard dev. �eld strength
x2 Footpoint B location x s loop coordinate
y1 Footpoint B location y

Table 7.1: Field line data stored for each grid point. The footpoint �eld strengths B1 and B2 refer to the
photospheric �eld strength at the positive and negative polarity, respectively. The loop top �eld strength
Bt is taken at the highest point of the �eld line.

model. This required them to have unstable loops in the AR which contradicted the steady state
property of the model. All of these authors concluded that steady state models can explain X-ray
observations to some extent, but not the EUV observations. Consequently, they proposed that the
AR corona should be described with dynamic models.

These authors used potential �eld extrapolations to model the coronal �eld. The exception is
the work by Lundquist et al. (2008a) who used a model which they label �quasi-force-free�. Their
model allows the α in equation (2.2) to vary between �eld lines, like a NLFFF model. Unlike these
authors, we mainly use a NLFFF model, but also compare to other �eld models.

7.1 General processing pipeline

Since the models di�er only in the assignment of the physical conditions along the loops, a general
processing pipeline can be established. In this section we describe this pipeline, assuming that the
magnetic �eld data has been generated before.

7.1.1 Dataset

The extrapolated magnetic �eld data are given in a regular computational box of Nx ×Ny ×Nz
grid points, determined by HMI resolution. The last value, Nz, refers to the number of grid points
in altitude. On each point the magnetic �eld vector is speci�ed. Since this resolution is given, it
determines the density of the �eld lines taken for the model. No more information is gained when
interpolating �eld lines from more points.

For each grid point, we call a �eld line tracer to determine the �eld line running through that
point. All relevant �eld line data is then stored, resulting in a scalar grid of size Nx×Ny×Nz×NB ,
with NB being the number of stored �eld parameters (listed in table 7.1). After this step, the model
generates the physical conditions at each grid point. An image synthesizing routine generates AIA
EUV images with a resolution of Nx × Ny then. These images have to be mapped to the higher
resolution of AIA.

Often, models refer to the magnetic �eld strengths at the coronal footpoints of the loop, not the
photospheric ones. Therefore, we can put the lower boundary for the �eld line data computation
to any horizontal layer of the �eld grid. The �eld lines are computed only from grid points in this
layer and above. The resulting �eld lines are truncated where they cut the settled lower boundary.
The footpoint locations and footpoint �eld strengths are taken at these truncation points. All data
below the lower boundary are ignored for any further computation with this �eld model. Setting
the lower boundary to z = 0, the lowest layer of the �eld grid, therefore includes all data. Within
this frame, a loop is considered as �closed� when both ends are located in the lower boundary layer.
Likewise, a �eld line with at least one end on any of the remaining �ve facets of the computational
domain is labelled �open�.

All this data is speci�c to the magnetic �eld only. Once computed, it can be used to any of the
loop models. The computation time can signi�cantly be reduced this way.
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7.1.2 Modelling the loop

In the next step, the physical conditions at each grid point are determined on the basis of the
chosen model and the magnetic �eld data. This requires a speci�c loop model, hence we go into
details here in the following sections.

7.1.3 Synthesizing AIA images from the modelled active region

From the modelled physical data we synthesize observations by AIA in the line of sight, the z
view, as well as the x and y view. To do so, we use equation (4.1):

pf =

∫
pixel

∞∫
0

Kf ·DEM dT dω,

where the �at-�eld value F has been set to 1 now since we want to compare our synthesized images
to �at-�eld corrected observations.

For the image synthesising, we divide the volume into regular, cubic cells, with the grid points
being located in the centre of the cells. Thus, the facet area of a cell covers a pixel, causing∫

pixel

dω = 1.

The plasma in a cell may have the density stored on its grid point. A slope for the temperature
is computed from the temperatures of the adjacent grid points above (subscript +) and beneath
(subscript −) by the central di�erence

m :=
T+ − T−

2d

with d being the grid spacing. At the top and the bottom layer, a one-sided di�erence is used.
This yields a constant DEM, and the DN originating from the cell is then

pf =

Tup∫
Tlow

Rfn
2

m
dT.

The boundary temperatures are derived from the temperature T of the cell and the slope by

Tup,low = T ± d

2
m

In case the slope is too shallow (|T+ − T−| < 10−10 K), we can use the isothermal approximation
(4.2)

pf = n2Kf (T )d.

The resulting images are of the HMI resolution (about 720 km) since they are based on the magnetic
�eld data. However, AIA has a higher resolution (about 450 km) and the observed regions are of
slightly rectangular shape rather than the quadratic shape of the numerical box. Therefore, we
have to map the previously synthesized images onto AIA resolution. In this step we also add an
approximated correction for the small angle between the LOS and the z direction of the numerical
grid, which is normal to the local solar surface. This tilt angle is very low since the observed ARs
are near the centre of the solar disc.Because the observed region is not located directly on the disc
centre the angle does not vanish, though.

The mapping is sketched in �gure 7.1. First, we construct a rectangular image array repre-
senting the part of the AIA images with the region of interest. The pixels within this image are
initialized with 0 DN, i.e. completely dark. We then take the Nx × Ny × Nz numerical box with
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Figure 7.1: HMI to AIA mapping.

the emitting grid cells and place the entire box into the corner of the image array that is closest
to the disc centre. Beginning with the second lowest layer, each cell layer is then shifted towards
the opposite corner. This shift increases linearly with altitude in a way that �nally the topmost
layer is located exactly in the corner farthest away from disc centre.

Finally, the DN values of the grid cells are projected onto the pixels of the image array. This
is, if a pixel of the image covers a fraction of f of the bottom surface area of a grid cell, f times
of the cells DN is added to the pixels DN value. The result is an synthesized AIA image.

7.2 The RTV 78 model

7.2.1 The model

Rosner et al. (1978, in the following RTV78, from Rosner, Tucker and Vaiana) suggested a �rst,
one-dimensional and static model for a coronal loop. They assumed that the loop is semi-circular
and vertically inclined towards the photosphere. In their model the authors describe the energy
balance within the loop. They neglect all energy transfer across boundaries (particles are bound to
magnetic �eld lines due to Lorentz force) and the footpoints of the loop (ine�cient heat transport
at low temperatures) and assume that no �ows are present within the loop. Thus, energy is
added to the system only by an unspeci�ed heating function whose power density depends on the
position along the loop. Loss of energy occurs by radiative cooling only, for which the authors give
a function depending on the temperature in their publication (plotted in �gure 5.1). Additionally,
heat transport by di�usion is included, using the non-linear, temperature-dependent di�usion
coe�cient found by Spitzer (1962, see section 5.3.2).

The authors also point out that their analysis is valid only for low loops since they assume a
constant pressure along the entire loop. Nevertheless, results from the RTV78 model (see below)
have widely been applied to other loops over the past as well, or used as a reference at least.

In general, the model described by RTV78 ful�ls the equation (in cgs units)

0 = EH + Λ(T )− ∂s
(
κ0 · T 5/2∂sT

)
, (7.1)

where κ0 = 10−6 erg cm−1 s−1 K−7/2 is the constant part of the di�usion coe�cient, EH the
heating function and Λ the radiative loss function, the only measure in the equation which is not
explicitly spatially dependent.
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The authors point out several relations between pressure, temperature, heating, loop size,
magnetic �eld, and characteristic time scales and lengths for di�erent models of heating. The
model which is usually referred to as the RTV78 model is the special case of a constant heating
along the loop. In this case RTV scaling laws

Tmax = 1.4 · 103
K

(dyne/cm)1/3
(pLhalf )1/3, (7.2)

EH = 9.8 · 104
erg

s cm3/2 dyne7/6
p7/6

L
5/6
half

(7.3)

can be derived. Here, Tmax is the maximum temperature which is reached at the loop top and
Lhalf is the loop semi-length. For this case the temperature T in dependence of the loop coordinate
x is also explicitly given by the authors using the inverse expression

x(T )− x(T0) =
2.5 · 105

p

9.6 · 10−16T 3
max

1 + arcsin

(
T

Tmax

)
−
(

T

Tmax

)√
1−

(
T

Tmax

)2
 .
(7.4)

In this formula, T0 expresses the footpoint temperature which the authors set to 20 000 K. At Tmax,
x(Tmax) = Lhalf holds by design. The units are cgs units again, and the units of the constants
are such that the equation is in cm. We dropped the units of the constants here for convenience,
as the equation is already lengthy.

We also employ the RTV78 model, with constant heating, for our modelling. However, equation
(7.4), together with (7.2), leaves one free parameter, either the pressure p or the peak temperature
Tmax.

7.2.2 Implementing the RTV78 model

When implementing the RTV78 model, we tackle the problem by using two di�erent equations
which have been found by other authors before and which link p or Tmax to the magnetic �eld
strength. First, we apply a scaling by Golub et al. (1982) which claims that

p ≈ 63 dyne

cm7/4 Gs3/2
B3/2
z L−1/4. (7.5)

Second, we use a �nding made by Schrijver et al. (2004),

FH ≈ 4 · 1014
B

L
exp

(
−
(

B

500 Gs

)2
)
, (7.6)

Tmax = (FHLhalf )
0.3

exp

(
Lhalf

9.4 · 1010 cm

)
(7.7)

for a pressure scale height of 4.7 · 109 cm (corresponding 1 MK). The measure FH , in erg cm−2

s−1, is the energy �ux through a footpoint of the loop. Additionally, we apply the models to three
di�erent �eld extrapolations, a potential �eld, a LFFF with α = 2 and a NLFFF (�g. 2.5).

Once pressure and temperature are known, the density is derived from the equation of state

p = 2nkBT (7.8)

with the Boltzmann constant kB .
The RTV78 model assumes the loop to be symmetric. This is usually not the case for our

model loops, as the di�erent magnetic �eld strengths at the two foot points, together with the
two scalings above, cause two di�erent solutions for the model loop. For merging these solutions,
we average them at each point with a weight equal to the relative distance between the point and
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the foot points. For example, for the pressure p, which may be determined to p1 and p2 at the
footpoints, the value at each location x along the loop would be

p(x) =
x

L
p2 +

(
1− x

L

)
p1,

where x is the distance along the loop to the footpoint where the �eld strength yields the pressure
p1 and L is the total length of the loop. This way it is guaranteed that, at both footpoints, the
solution there is the one that belongs to the footpoint, while at the same time the solution smoothly
transits from the one to the other along the loop.

The model RTV78 + Golub et al., 1982

In this model, we use equation (7.5) to derive the pressure p from the input vector magnetogram.
For a certain �eld line, this magnetogram is bi-linearly interpolated at the location of the foot-
points. By inverting equation (7.4) numerically, we can determine the temperature along the loop,
and hence for the grid point the �eld line is extrapolated from.

The model RTV78 + Schrijver et al., 2004

Here, the loop top temperature Tmax is deduced from the vector magnetogram via equation (7.7).
The relation (7.4) yields the pressure then when being evaluated at the loop top, x = L/2, where
T = Tmax holds. Equation (7.4) is then used for computing the temperature at the grid point from
which the �eld line has been extrapolated.

7.2.3 Error estimation for the model RTV78 and Golub et al., 1982

The estimation of the errors is a bit tricky. Errors taken into account are caused by measurement
errors of the footpoint �eld strength, of the length of the �eld line and of the loop coordinate of
the point of interest.

Strictly speaking, this error estimation is a highly non-linear problem. Two �eld lines with
footpoints very close to each other at one end can connect two completely di�erent, well separated
regions. A slight change in the vector magnetogram, within the measurement errors, can shift the
topological boundary between the �eld lines. Both �eld lines would connect to the same region
then, after one line experience a drastic change, possibly with the length varying by a factor of
ten or so.

Such a treatment of the errors is infeasible. We approximate the errors numerically instead. We
de�ne a four-dimensional error grid by any combination of a set of given values in Bz for the one
foot point, Bz for the other foot point, L and s. The values span the entire expected parameter
space. Also, errors for these input parameters are de�ned on the error grid points (table 7.2). For
each of the error grid points we compute errors in T , p and n resulting from the model RTV78 +
Golub et al. (1982).

To demonstrate the error estimation, we arbitrarily choose generic values for the relative errors.
It is pointed out in this section that the models do not perform well enough for an estimation
with realistic values to be necessary. The errors in the magnetic �eld are chosen to be 10%. The
exception is the 1 Gs error grid point, where the error is 100%, accounting for the low signal. The
lengths L and s are assumed to be more precise, thus those errors are set to 1%. This cannot
account for the extremely non-linear topological errors mentioned above, which are ignored as
they are di�cult to handle. These errors allow for a error estimation in a �rst place, and allow for
working with the error computation code at all. We will see why it is not necessary to become more
precise with the error handling. For a certain error grid point in the parameter space, we computed
2000 realisations of (Bz1, Bz2, L, s), where each input parameter is randomly determined with
a Gaussian distribution with the mean being the pre-speci�ed value at the grid point and the
pre-de�ned error as the standard deviation. The errors are computed from the resulting standard
deviations. This is repeated for all of the grid points.
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Bz [Gs]: 1 10 20 50 100 200 500 750 1000 1250 1500
∆Bz [Gs]: 1 1 2 5 10 20 50 75 100 125 150
Bz [Gs]: 1750 2000 2250 2500 2750 3000

∆Bz [Gs]: 175 200 225 250 275 300
lgL/Mm: 0 0.5 1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6

∆L = 10−2L
s/L 0.1 0.2 0.3 0.4 0.5

∆s/L = 10−2s/L

Table 7.2: Parameter space for error calculation in the RTV78 models.

For a certain �eld line in the model, the errors are quadri-linearly interpolated from the error
grid then.

7.2.4 Results of the RTV78 model

From the computed model atmosphere, arti�cial observations are synthesized. These are compared
to the real observations. Additionally, maps of the computed physical parameters are drawn.

The model RTV78 + Golub et al., 1982

Figure 7.2 shows the synthesized LOS images in the AIA 171 channel for the three magnetic �eld
models, along the observations. The lower boundary is the lower boundary of the box at z = 0.
Figure 7.3 displays the same, just with the lower boundary set to z = 5, i.e., the lower �ve layers
are ignored. In both �gures, the synthesized images are once displayed with the colour bar ranging
from the minimum intensity to the maximum intensity, once in the same colour scaling as the
observations.

NLFFF model It must be pointed out that the model includes only closed �eld lines, as the
model describes only closed loops. The fans of loops leaving the observational image cannot be
reproduced because of this. In the centre of the images for the NLFFF, a bright structure in
east-west-direction can be seen in the synthesized images. There are some loops in this location
in the observations, though slightly di�erently orientated. In other channels, like AIA 94, this
structure is brighter in the observations relative to the rest of the image, and the similarity to
the synthesized image is somewhat larger. The misalignment remains, however. To the south-east
of this, an arcade of loops can be detected in the observations. This arcade is also present at
least in the z = 0 - synthesized image, though with the individual loop having much less contrast.
The faint lobe of emission in the southern half is present in all channels and in both observations
and synthesized images, which makes it the probably best reconstructed feature of the AR on
a qualitatively level. Nevertheless, individual loops have few contrast, if any, in the synthesized
images, contrary to the observations. The lobe of emission in the north ranges from the western
to the eastern polarity in the synthesized images, while in the observations the western polarity
seems to be connected to the centre of the AR. In general, the loops display much more contrast
in the observations, while the synthesized images show a rather smooth haze. A moss pattern
(Fletcher and De Pontieu, 1999) is visible in the observations. Since moss is a transition region
phenomena, it is questionable if the coronal loop models can reproduce it at all. The missing of
the moss in the synthesized images is, therefore, not a problem.

The most striking di�erence between the synthesized images and the observations is that the
synthesized images are too bright by orders of magnitude.

The other channels allow exactly the same conclusions to be drawn. For this reason, we restrict
on showing the 171 channel. The model reproduces the observations very poorly on a qualitative
level, and not at all on a quantitative level. From the points mentioned above, only the loop
contrast can be improved by applying physical arguments. Loops rooted in the umbra of a sun



54 CHAPTER 7. SYNTHESIZING AIA IMAGES BASED ON LOOP MODELS
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Figure 7.2: Observations of AR 11158 made by AIA 171 at Feb 14th, 2011 (a). Synthesized AIA 171
images from the model RTV78 + Golub et al. 82: NLFFF model (b and c), LFFF model with α = 2 (d
and e) and potential �eld model (f and g). Colour scaling is either from minimum to maximum intensity
(b, d and f) or the same as in the observations (c, e and g). In the latter case, the images are heavily
overexposed.
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Figure 7.3: The same as in �gure 7.2, just with an elevated lower boundary set to z = 5 instead of z = 0.
Since there was no need to compute the results for the LFFF any more, these images are missing here.
The labelling from �gure 7.2 has been kept, though. Again, the synthesized images are overexposed when
displaying them in the same colour scale as the observations.
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Figure 7.4: Physical conditions in the model atmosphere resulting from RTV78 + Golub et al., 1982,
with the NLFFF and the lower boundary set to z = 5. Displayed maximum of the density, the pressure
the temperature, respectively. The lower right picture has the same LOS as the observations. All other
pictures feature a horizontal view from south to north.

spot are barely heated and, thus, invisible in X-ray and EUV (Bray et al., 1991, sec. 2.4.3 & 2.5).
Figure 7.5 displays the same model, but now with all model loops removed that have footpoint
�eld strengths above 500 Gs at both of the footpoints. Loops are distinguishable now, but the AR
is still not reproduced neither qualitatively nor quantitatively.

The maximum of the density, pressure and temperature for a horizontal view from south to
north are shown in �gure 7.4. For the temperature, this is also plotted for the top-down view known
from the synthesized images. The values are from the model using the NLFFF and having the lower
boundary set to z = 5. As it can be read from the �gure, all physical quantities are too high. The
density is mostly a few 1011 cm−3 instead of ≈ 2 ·109 cm−3. The pressure, which should be around
unity in this unit, is a few thousand dyne cm−2 and the temperature is several 10 MK, temperatures
which can barely reached by a �are. Together with the mismatching synthesized images, their
brightness being caused by the high densities, this mismatch in the physical parameters of the
coronal plasma strongly speaks against the model.

For the lower boundary set to z = 0, the computed errors basically follow the pattern of the
computed values, i.e. the highest absolute errors can be found where also the highest values can
be found. For the density, the errors reach up to 1.6 · 108 cm−3, four orders below the absolute
values. The pressure displays errors of about 10%. The errors in the temperatures go up to just
roughly 2000 K, again between four and �ve orders of magnitude lower than the absolute values.
Relative to the computed physical conditions, the absolute values of the errors are of similar size
when setting the lower boundary to z = 5.
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Figure 7.5: The RTV78 + Golub et al., 1982 model and a NLFFF, but without the emission from loops
that are rooted in regions of at least 500 Gs with both foot points. Left: Lower boundary set to z = 0,
right: lower boundary set to z = 5.

LFFF model and the potential �eld model The results are not better for the other magnetic
�eld models. Contrary, while the NLFFF reveals at least a somewhat �organic� structure as known
from real ARs, the shapes of the synthesized ARs for the LFFF and the potential �eld are very
smooth, like the �ame of a candle in non-moving air. We conclude that the type of the �eld model,
non-linear or not, does play a strong role, and a NLFFF model yields results closer to observations.
This is contradicting the postulations by Dudík et al. (2011) who did not see much of a di�erence
between NLFFF and potential �eld, but agrees with Warren et al. (2018) who proposed that a
NLFFF agrees best with observed loops.

Modi�ed pressure scaling A way to deal with the quantitative problems of the model is to
modify the pressure scaling (7.5) by additionally dividing the right hand side by 1000. This is an
empirical estimation made from the results with the unmodi�ed scaling. It is a constant factor
which, qualitatively, does not matter much: it can be adjusted to whatever value �ts best. The
important point is that the dependency on Bz and L remains unchanged.

Figure 7.6 depicts the synthesized images for this modi�ed RTV78 + Golub et al., 1982 model,
with the NLFFF and the lower boundary set to z = 5. While the centre remains overexposed,
the outer parts of the synthesized AR have an intensity similar to the observations. Figure 7.7
shows the maximum of density, pressure and temperature for each LOS in a horizontal view in
north-south direction, as well as the maximum temperature in the top-down view. Compared to
the unmodi�ed pressure scaling, the physical parameters are in a range now which is expected
for an AR corona. Still, the hottest part in the synthesized atmosphere is still not the core of
the AR. The relative errors are about 10−5 for the density, 0.1 for the pressure and 10−4 for the
temperature.

By adjusting the factor the pressure scaling is modi�ed, the quantitative matching of the syn-
thesized images to the observations can surely be improved further. However, since the qualitative
matching is still poor, we do not make the e�ort and rule the model out instead.

RTV78 + Shrijver et al., 2004

Figure 7.8 shows the synthesized AIA 171 images for the combination of the RTV78 model with
the maximum temperature following from equation (7.7). The underlying magnetic �eld is the
NLFFF and the images are for both the lower boundary set to z = 0 and z = 5. For the latter
one, also the maximum pressures and densities along the line of sights are displayed.

The loop structure is more prominent here compared to the smooth �haze� of the RTV78 mo-
dels. An additional masking of loops anchored in regions of strong magnetic �elds is not necessary
since the Shrijver-scaling has such scaling implemented. Though the synthesized images are clearly
di�erent to the images from the other RTV78 models, the AR is still not reproduced in a geometric
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Figure 7.6: Synthesized AIA 171 images for the modi�ed RTV78 + Golub et al., 1982 model. The �eld
model is the NLFFF, the lower boundary is set to z = 0. Left: Colour scaling from 0 DN to maximum.
Centre: colour scaling as in the observations. Right: AIA 171 observations.

ne [cm−3] p [dyne cm−2]

T [K]

T [K]

Figure 7.7: Physical conditions in the model atmosphere resulting from RTV78 + modi�ed Golub et al.,
1982, with the NLFFF and the lower boundary set to z = 5. Displayed are the maximum of the density,
the pressure the temperature, respectively. The lower right picture has the same LOS as the observations.
All other pictures feature a horizontal view from south to north.
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Figure 7.8: Results from the model RTV78 + Shrijver et al., 2004, with NLFFF. Top row: AIA 171
images synthesized when lower boundary is set to z = 0 and z = 5, respectively. Bottom row: maximum
pressure and temperature along the LOS for the model where the lower boundary is at z = 5.

sense. The temperatures are in the same range as for the Golub-scaling, i.e., far too high. The
densities and the pressures, on the other hand, are three orders of magnitude below what is to
be expected in an AR. Consequently, the synthesized intensities are six orders below the observed
value.

Deviating from correct physical values so much, the model RTV78 + Shrijver et al., 2004 has
to be rejected, too.

7.2.5 Conclusion

For the RTV78 model with both of the scalings, (7.5) and (7.7), the purely geometrical appearance
of the AR in the synthesized images cannot capture the observed AR at all. Additionally, the
scaling had to be changed for the results being in a proper physical range. In case of the Golub-
82-scaling, the emission from loops anchored in regions of strong magnetic �elds has to be �ltered
out. Otherwise they would contribute as a smooth �haze�, causing the loops to have negligible
contrast to each other. We decide to reject the computed RTV78 models.

The NLFFF produces model-ARs with an organic shape. The ARs modelled on the basis
of a potential �eld or an LFFF have a rather straight, more arti�cial-looking shape, somewhat
reminiscent to the �ame of a candle. From this we can at least conclude that the NLFFF is a
better approximation to the real coronal �eld, and should be preferred over the other two �eld
models.

We also lined out how an error estimation can be performed. With our estimation of the errors,
they are quite small. Here, we used some typical values as input to demonstrate how the estimation



60 CHAPTER 7. SYNTHESIZING AIA IMAGES BASED ON LOOP MODELS

works. A more rigid estimation, using more precise values is straightforward. However, it is also
not feasible here, as the models do not produce satisfactory results to begin with.

7.3 The Serio model

The model published by Serio et al. (1981) is an extension of the RTV78 model. Compared to the
older model, it relaxes some of the assumptions made. In the Serio model both the pressure and
the heating may decay exponentially in altitude with scale heights sp and sH , respectively. As a
consequence, the authors distinguish two categories of loops which they call class I loops (with
maximum temperature at loop top, like in RTV78) and class II loops (with a local temperature
minimum located at the top, in contradiction to RTV78).

For the class I loops the authors provide some scaling laws:

Tmax ≈ 1400 (p0Lhalf )
1/3

exp

(
−0.08 L

sH
− 0.04 L

sp

)
, (7.9)

E0 ≈ 105p
7/6
0 L

−5/6
half exp

[
Lhalf

(
1

sH
− 1

sp

)]
. (7.10)

The values p0 and E0 are the pressure and the heating rate at the foot point. The pressure scale
height is dependent on temperature and can be set to sp = 47 m/K Tmax, a common value (like in
Serio et al., 1981). For solving the equation for Tmax now, the principal branch of the Lambert-W
function, WL (Oliver, 2010), is required:

Tmax ≈ −
0.04 Lhalf

47 WL

(
−

0.04Lhalf exp [0.08Lhalf/47]

47 (p0Lhalf )
1/3

) (7.11)

7.3.1 Numerical approach

Unlike for the RTV78 model, there is no equation for T (s) for the Serio model. Instead, we have
to compute the temperature numerically. For a stationary solution, the temperature has to ful�l
equation (7.1) again. We iteratively converge the temperature to a stationary state using a solver
for the equation

dtf(x) = κdx (fγdxf) + S(f), (7.12)

where S is the source term, in our case EH + Λ. The non-linear di�usion term is treated by the
transformation

dg := κfγdf. (7.13)

This is described in Press et al. (1992) for homogeneous di�erential equations, but the approach
can easily be extended to inhomogeneous ones. We use a backward-Euler scheme with a grid
spacing of ∆x, a step size of ∆t and using the one-sided forward di�erentiation in time and the
standard ∆x2 [1 − 2 1] /∆t di�erentiation for the second derivative. Eventually, this allows for
describing an iteration step as followed.

We de�ne the matrices

A :=


−2 (fn0 )

γ
(fn1 )

γ
0

(fn0 )
γ −2 (fn1 )

γ
(fn2 )

γ

. . .
. . .

. . .(
fnN−3

)γ −2
(
fnN−2

)γ (
fnN−1

)γ
0

(
fnN−2

)γ −2
(
fnN−1

)γ

 ,

B = Diag

(
dSn0
df

, . . . ,
dSnN−1
df

)
,
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C :=

(
∆x2

κ∆t
1−A− ∆x2

κ
B

)
,

and

D :=

(
∆x2

κ∆t
1 +

(
1

δ
− 1

)
A− ∆x2

κ
B

)
,

with 1 being the unit matrix. The iteration step from time n to time n + 1 for the vector of the
sampled values of f is then

C~fn+1 = D~fn +
∆x2

κ
~Sn.

The code requires boundary conditions which de�ne an f−1 and an fN . These two values are
missing in matrix A, but have to be included for the computation of the second derivative on the
two most outside points. When f−1 is expressed by a linear combination of f0 and f1, and fN is
expressed by a linear combination of fN−2 and fN−1, this can easily be adopted in the �rst and
the last row of A, without destroying the tri-diagonal structure.

7.3.2 In�nite heating scale height

In the case of in�nite heating scale, the Serio-model has the uniform heating in common with the
RTV78 model. The main di�erence here is that the pressure is not constant in altitude.

Temperature pro�les

We computed the temperature pro�les for the typical parameter space of coronal loops (table 7.3),
with a total of 51 pro�les. For a base pressure of p0 = 0.1 dyne cm −2, we did not compute pro�les
for 5 Mm and longer, as the very low temperatures cause very short pressure scale heights. The
long loops are basically empty in the top.

For the computed pro�les, the maximum temperatures are between 5% below and 17% above
the theoretical values following from equation (7.11). Generally speaking, the lower the base pres-
sure and the longer the loop is, the higher is the maximum temperature of the pro�le relative to
(7.11). This shows that our numerical pro�les match the estimations made by Serio et al. (1981).
Nevertheless, equation (7.9) for the maximum temperature is the equation from RTV78, eq. (7.2),
multiplied by a factor. After carefully inspecting our temperature pro�les, we �nd the maximum
temperature to be represented better by the following, empirical approximation which is explained
in �gure 7.9:

Tmax ≈ 1390 (p0Lhalf )
1/3 · y(Lhalf , p0) (7.14)

with the factors

y = Ae−B(Lhalf−L1), (7.15)

A = (y1p − y11)
p0 − p1
p2 − p1

+ y11, (7.16)

B =
1

L2 − L1
ln

 A

yL1 + (yLp − yL1) ln p0/p1
ln p2/p1

 . (7.17)

The parameters in the equations are de�ned by the explored parameter space: L1 := 5 Mm,
L2 := 100 Mm, p1 := 0.1 dyne/cm2 and p2 = 10 dyne/cm2. The other factors, y11 := 1.09, y1p :=
1.08, yL1 := 0.926 and yLp := 1.06, are adjusted by hand and not �tted further by any automated
procedure. Still, the maximum temperatures in our temperature pro�les do not deviate more than
about 2% now, compared to 17% for the original scaling proposed in Serio et al. (1981).
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L [Mm]: 5 10 25 50 75 100

p
[
dyne cm−2

]
: 0.1 0.2 0.3 0.5 0.75 1 2 5 10

Table 7.3: Parameter space for which temperature pro�les were generated numerically.

Figure 7.9: The topological shape of the function y(Lhalf , po) in our empirically determined approxima-
tion of Tmax.

Analytical approximation of the temperature pro�les

Figure 7.10 displays all of the 51 temperature pro�les, normalized to the loop length and the
temperature di�erences. It can be seen that all pro�les have a similar shape and, therefore, may
be approximated by an analytical expression, empirically developed. This approximation is then
the T (s) we need for the modelling.

The shape of the pro�les is, in principle,

f̂(x̂) = a x̂b e−cx̂,

but in a coordinate system where the origin is at s = Lhalf and T = Tmax, the x̂-axis points into
the negative direction of the T -axis and the f̂ is directed towards −s. Also, the maximum of f̂(x̂)
has to coincide with the point (s0, T0), where s0 is the minimum value s can have (in our case 0).
Note that since the factor a just scales the dimension of f̂ , it can be chosen arbitrarily. After the
coordinate transformation, and a suitable choice of a, the analytical approximation can eventually
be expressed as

Lhalf − s
Lhalf

= (Tmax − T (s))
b
e−b

Tmax−T (s)
Tmax−T0 (7.18)

with
b = 0.1

[
1− (s/Lhalf )1/5

]
+ 0.5(s/Lhalf )1/5.

The coe�cient c has been expressed by b during the derivation. Using the abbreviation

χ :=
1

b
ln
Lhalf − s
Lhalf

equation (7.18) can be again solved for T using the Lambert-W function WL:

T (s) = Tmax − exp

[
χ−WL

(
expχ

Tmax − T0

)]
. (7.19)
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Figure 7.10: Numerically determined temperature pro�les (grey lines), normalized to their length and
temperature. All of them have a very similar shape and may be approximated with an analytical function
(solid, black line, see text for details). The dotted lines denote a 3% deviation from this analytical function.

The values of the Lambert-W function are determined with a Newton iteration.
However, like in the RTV78 model, for any loop only the half length Lhalf is given. There is

one free parameter left, either Tmax or p0.

The model Serio et al., 1981, + Golub et al., 1982

Here we use the scaling by Golub et al. (1982), equation (7.5), to close the set of equations. As the
results do not improve much compared to the RTV78 models, we restrict this section to the model
using the NLFFF and the lower boundary being at z = 5. For all other combinations, everything
said here applies in a very similar way. Problems that have been mentioned when discussing the
RTV78 models remain here, too, if not said otherwise.

Figure 7.11 displays the resulting synthesized images, accompanied by the observation. This
time, the AIA 211 channel is depicted, as the loops show higher contrast compared to the back-
ground than the AIA 171 images. First, for the scaling exactly as in equation (7.5), a side view is
presented in the same colour scale as the observations. In this model some of the larger loops have
proper intensity instead of being overexposed. This is the improvement of this model compared
to RTV78. In total, the AR still becomes far too bright when being modelled this way. This can
be seen from the two images in the top view, one in min-to-max scaling and one in the scaling
of the observations. The geometrical appearance remains far from the appearance of the real AR,
unfortunately.

Therefore, we again applied the modi�ed scaling with the right hand side of equation (7.5)
being divided by 1000, as we did in paragraph 7.2.4. The resulting image for the AIA 211 channel
is also shown in �gure 7.11. The intensities are comparable to the observations, the shape is not,
as before.

For the nominal scaling, the physical conditions in the model atmosphere display the same
problems as for the RTV78 models. For the modi�ed scaling, the physical conditions are in a
proper range, but the problems stated for the RTV78 models remain here, too (�gure 7.12).
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It must be noted that the heating scale height is in�nite. Hence the heating is constant along
the loop, like in the RTV78 model. The similarities between the two models in the synthesized
images are not too surprising. The main di�erence in the models presented here is the exponential
decay of the pressure with height. The ratio �pressure scale height over loop length� increases with
the base pressure and, of course, decreases with the loop length. For a base pressure of 1 dyne
cm−2, this ratio is 9.81 for a loop with a semi-length of 5 Mm. For a loop with Lhalf = 50 Mm,
the ratio reduces to 2.1. For long loops with low density, the loop semi-length can even exceed the
pressure scale height.

7.3.3 Discussion

The introduction of an exponential fallo� of the pressure in altitude does not really improve the
situation. The synthesized images of the AR display very similar problems as the images resulting
from the RTV78 models. Thus, we conclude that the model of Serio et al. (1981), together with
Golub et al. (1982), is not adequate to describe the AR corona either.

Since there is, in our eyes, not su�cient improvement compared to RTV78, we also abstain
from combining the Serio-model with the scaling of Schrijver et al. (2004). Further computations
with heating scale height below the loop semi-length are omitted, too.

7.4 An isothermal model

Both the RTV78 and the Serio model assume the loops to be semi circular. Although sometimes
many loops of an AR can be nearly circular (for example, they are treated as circular in Aschwan-
den et al., 2000a) this is, in general, not the case. For example, in AR 11158 many of the large,
overarching �eld lines are rather deformed ellipses, and in the core non planar, S-shaped loops can
be found.

The in�uence on the appearance of a loop by its shape is pointed out in �gure 7.13. For four
completely arti�cial loops of the same length but varying shape (also sketched in �gure 7.13) the
expected appearance is displayed. Temperature, density and cross section are constant along the
loops. It is obvious that the brightness variations between the di�erent loops and within a single
loop only depend on the shape of the loop. The more the loop is orientated parallel to the line of
sight the brighter is the loop since the integration path through the loop increases.

The shape and the length also in�uence the energy balance of the loop when assuming an
exponential decay in pressure and density with altitude. Figure 7.14 depicts the radiative loss
power in dependence of the electron temperature which is assumed to be constant along the loops.
The pressure scale height is T · 47 m/K. These radiative losses normalized to n20 are shown for
three di�erent lengths.

7.4.1 De�ning the model

With this in mind we propose a static model that includes the exact shape of the loop or �eld
line. For this model we take advantage of the observation that loops in the corona appear to be
(nearly) isothermal (Aschwanden et al., 2000a), though it has been claimed that this might be an
observational artefact (Peter and Bingert, 2012).

We assume the loop to be isothermal and the density to drop with

ne(s) = n0e
− h(s)

hpT

with hp = 47 m/K again and h being the altitude. Now, with the heat conduction vanishing,
equation (7.1) reduces to

0 = EH(s)− ne(s)2Λ(T (s))

The heating must compensate the radiative losses exactly. The �eld lines were gained by interpola-
ting a grid of magnetic �eld vectors with a Runge-Kutta-scheme. Due to the discrete nature of the
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AIA 211

model model

model, modi�ed pressure scaling

model, side view

Figure 7.11: Results from the model Serio et al. 1982 + Golub et al., 1982, with NLFFF and the bottom
layer at z = 5. Top: AIA 211 observations, Middle row: AIA 211 synthesized images in min-to-max
scaling (left) and the scaling of the observations (right). Bottom row: synthesized side view (left) and the
synthesized image for the modi�ed pressure scaling.
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nom. scaling, max n [cm−3] nom. scaling, max p [dyne cm−2]

mod. scaling, max n [cm−3] mod. scaling, max T [K]

Figure 7.12: Physical conditions from the model Serio et al. 1982 + Golub et al., 1982, with NLFFF.
Top: the nominal scaling of Golub et al., 1982. Bottom: the scaling where the pressure is divided by 1000.

Figure 7.13: Modelled intensities (in a.u.) of four hypothetical loops of the same length. The loops have
the same constant temperature and a constant density everywhere. They only vary in shape (�g. 7.14),
yielding di�erent appearances. These images are negative images, i.e. darker regions here are actually
brighter.
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Figure 7.14: The normalized radiative losses Ploss(T )/n2
0 for four loops with constant temperatures, but

di�erent shapes (bottom panels). Displayed are the cases of di�erent loop lengths. Top panel: The shape
of the loops. The di�erent line styles and colours refer to the same shapes in each panel.

scheme, the �eld lines are polygon curves with nodes at loop coordinates s0 = 0, s1, . . . , sN−1 = L.
We can exploit this geometrical feature to determine the radiative losses within this isothermal
model exactly. The radiative loss power in the straight segment between the nodes i and i+ 1 of
the polygon curve can be expressed as

Ploss,i = n20

si+1∫
si

e
− 2h(s)

hpT Λ(T ) ds.

Evaluating the integral yields

Ploss,i = LiΛ ·


hpT

2(hi+1−hi)

(
e
− 2hi

hpT − e−
2hi+1
hpT

)
hi 6= hi+1

e
− 2hi+1

hpT hi = hi+1

when Li is the length of the segment. The total loss power in the entire loop sums up to

Ploss =

N−2∑
i=0

Ploss,i. (7.20)

This is a function of T and simply proportional to n20. Using Schrijver et al. (2004) again to
describe the total heat �ux into the loop, the total heating power yields

EH,tot =
F1 + F2

L
,

with F1 and F2 being the heat �uxes through the two footpoints, respectively. In our isothermal
model, this heat input must be balanced by the radiative loss. On the basis that nature prefers to
do as little work as possible, we can compute a kind of well-de�ned base state with a least amount
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Figure 7.15: By adjusting n0, the maximum of the radiative losses can be matched with the heat input
rate.

of mass in the loop. The temperature where Ploss has its maximum is taken as the temperature of
the loop. Afterwards, we adjust the base density n0 such that heat input and radiative loss balance
each other (�gure 7.15). This way we get the solution with the minimum amount of material in
the loop, since lower base densities would prevent the radiative loss to reach the heating power.

7.4.2 Results for the isothermal model

The quasi-isothermal part of the loop is restricted to the corona, hence we restrict the image
synthesizing to models where the lower boundary is set to z = 5. We also restrict to the NLFFF,
as we have ruled out the other �eld models as being of inappropriate shape in the previous
sections. Schrijver et al. (2004) proposed a scaling of the heat �ux with B1±0.3/L1±0.5

half . Therefore,
we computed the isothermal model for di�erent B/L-scalings within the given range. The AIA 171
channel is taken as representative again. Figure 7.16 displays the observations and three di�erent
scalings, all of them with the same colour scale. For the model images, the lowest layer of emission
was removed for a better comparison of the coronal emission. Especially short loops bridging null
lines in the magnetogram cause very localized brightenings which are restricted to the lowest layer
of emission (see �gure 7.17).

As for the synthesized images, the isothermal model performs slightly better than the models
before. The intensities are in the same order of magnitude as for the observations. The model with
a scaling proportional to B1.1/L1.1 is nearly equal to the observations in terms of intensities, and
outperforms the other scalings here. Hence the following results are restricted to this scaling.

The lobes of loops in the north and the south are reproduced, like for the RTV78 and the
Serio 81 models. The lobe in the north is somewhat better reproduced here, as the loops which
remain in the western half of the AR are more prominent than in the other models. Also, the
shape of the loops in the core of the AR are closer to the observations than in the other models.
Nevertheless, while the right core loops are bright in the isothermal model, they are bright at their
top and darker at their feet. In the observations, it is the other way around. This can be seen for
the arcades of loops both in the south-eastern part and in the north-western part of the core. A
major exception is the bundle of loops in the very centre of the AR, orientated east-north-east
to west-south-west direction.They are very prominent in the AIA 94 observations, but can also
be seen in the depicted AIA 171 observations. This bundle is entirely missing in the synthesized
images.
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B1 L−1.1half B1.1 L−1.1half

B1 L1
half AIA 171

Figure 7.16: AIA 171 images synthesized from the isothermal model for di�erent scalings of the heat �ux
through the footpoints, compared to the AIA 171 observations. All images are in the same colour scale,
which is the same as for panel (a) in �gure 7.2. For the synthesized images, the lowest layer of emission
was removed so that the coronal emission can be seen better (see �gure 7.17).

Figure 7.17: Synthesized AIA 171 image for the isothermal model with a heat �ux scaling of B1.1/L1.1.
Compared to �gure 7.16, the lowest layer of emission, including brightenings from very short loops, has
been kept.
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7.4.3 Conclusions from the isothermal model

The isothermal model yields synthesized images closer to the observations than the RTV78 model
or the Serio-model. The di�erences to the observations are still signi�cant, though. Consequently,
we cannot accept this model either.

Nevertheless, the overall intensities produced by the model with a B1.1/L1.1
half scaling matches

the intensities of the observations. Within the errors, this result supports the B/L scaling of the
heat �ux as proposed by Schrijver et al. (2004). It is also consistent with studies by Warren and
Winebarger (2006), which found a similar scaling for the heating.

7.5 Discussion and conclusion

The results of the forward models presented in this chapter are not encouraging. None of the
models is able to reproduce the observations in the AIA channels. This is in line with the studies
by Lundquist et al. (2008a), Warren and Winebarger (2006) and Dudík et al. (2011), who also
could not produce satisfactory results with static modelling. Following their lines of thought, we
must raise the doubt that static models are an appropriate description of the AR corona, too.
This part of the solar atmosphere is very dynamic, as it can be seen from high-cadence EUV
observations. It must be questioned if loops are in a static or stationary state for longer periods
at all. The loops may rather be like leaves in the storm: many of them can be seen �ying around
all the time, which is somehow a stationary state for the entire throng of leaves. Individual leaves,
on the other hand, are never in a static state except when lying on the �oor until they get blown
away again.

So instead of forward-modelling more models, we have to come up with a completely di�erent
approach.



Chapter 8

Reconstructing the 3D corona: The

FitCoPI method

In the previous chapters, di�erent methods have been evaluated as unsatisfactory. Thus, we have
to come up with a new solution. The idea of the ansatz described in this chapter yields from the
following line of thought:

� Intensities are proportional to the density squared. Thus, they provide information about
the amount of plasma in the LOS of a pixel.

� The coronal plasma is optically thin. When two loops are crossing each other in the ob-
servations it cannot be determined immediately how much emission originates from which
loop.

� However, intensities along a loop should not change abruptly. Pixels in the neighbourhood
of loop-crossings may help to overcome the problem mentioned in the previous item. This
would require an algorithm to detect the pixels physically connected by a loop to any pixel
in the observations.

� Since we have access to �eld line extrapolations, we can waive such an algorithm. Instead,
we simply use the �eld lines as tracers of the loops.

The �nal result of these thoughts and the subsequent developments is the FitCoPI code (�tting
coronal plasma iteratively), which is described in Barra (re-submitted to Solar Physics).

In this chapter, we present this new iterative method of �tting the densities and temperatures
to the observations directly, without any constraints of physical models. The content of this chapter
is from the publication mentioned above. The publication is brie�y repeated here.

The SDO observations provide us with the 2D deviation of intensities in several EUV passbands.
The problem is that, due to the high transparency of the corona in the EUV, we cannot distinguish
directly how much intensity is produced at which point of a LOS. We always see a LOS integrated
projection of the corona. Additionally, this problem goes hand in hand with the fact that many
loops visible in EUV images of the AR are criss-crossing each other. The agent that helps us
overcoming this problem is the magnetic �eld extrapolated from HMI data, which exists in 3D.

Another method which allows to obtain the 3D atmosphere is described in Warren et al. (2018).
They link coronal loops that are detected in the observations with �eld lines derived from magnetic
�eld extrapolations. In the end of this chapter, we compare their approach with the FitCoPI code.

71
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Figure 8.1: Setup of the numerical box: The grid cells are de�ned by the pixels (squares in top facet, one
is highlighted in grey). Field lines are within this box and sample points (not depicted here) are placed
on them (from Barra, re-submitted to Solar Physics).

8.1 Setting up the FitCoPI method

8.1.1 Setup of the numerical box

Numerical methods cannot work at in�nite resolution but instead has to operate at a certain
numerical resolution. The higher this resolution is the more precise are the results, but the stronger
are the requirements in memory and computation time. The resolution of observations are limited
by the instrument, hence it is useful for our iterative approach to subdivide the observed volume
of the AR into cubic cells where the top facets match the size of one pixel when projected onto
the detector. Since the sun is far away compared to the LOS depth of the observed volume, the
LOS of di�erent pixels can be considered parallel. The orientation of the computational cells is
now chosen in the way that the edges are aligned to the LOS as well as the edges of the images of
SDO (�g. 8.1).

For approximating the AR corona, we assume the plasma within one sub-cell (see below) to have
a single value of the density and the temperature. This way it is easy to compute a hypothetically
observed intensity in each �lter of SDO, using equation (4.2). Together with the chosen alignment
of the cells, the modelled, LOS-integrated intensity in a pixel can be calculated now by simply
adding up the intensity from all cells along a column of the numerical box. However, exchanging
two cells in the same column would not change the resulting synthesized image. In this thesis, we
consider such two con�gurations to be observationally equivalent (OE).

The challenge is to obtain the con�guration of physical conditions which does not only produces
synthesized images that are close to the observations, but also close to the 3D corona, distinguishing
it from other OE con�gurations. For doing so we utilise that a loop causes two points on it to
be in physical contact. Due to mass �ows and heat conduction, changes in the one point soon
a�ects the other. Therefore, the con�gurations in the numerical cells cannot be chosen completely
independent of each other. Instead, they are correlated to each other by the magnetic �eld.

8.1.2 Key idea

We have to deal with the problems of the transparent corona and the criss-crossing loops in images,
as well as using the loops/the magnetic �eld for connecting di�erent points in the numerical box.
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Figure 8.2: Two crossing loops with sample points placed on them. As the iterative updates are smoothed
along the loops, the two sample points in the crossing can develop di�erently (from Barra, re-submitted
to Solar Physics).

For doing so, we do not calculate the densities and temperatures in the grid cells directly. Instead,
we compute these quantities on sample points equally spaced along the magnetic �eld lines derived
from the extrapolated �eld data.

In the pixels a�ected by a sample point, the intensity ratios between the most recent synthesized
image and the observations is used for determining an intermediate update on the sample point.
The intermediate update is than smoothed with the intermediate updates of the neighbouring
sample points on the same loop to a �nal update in the iteration step. After all �nal updates were
applied to the sample points, new images are synthesized. Due to the smoothing, the properties
in two intersecting loops can be distinguished in the intersection point. The information di�uses
from sample points nearby into the intersection point (�g. 8.2).

8.2 Implementing the approach

We point out that there is not an unique way to implement the general approach. The imple-
mentation here is fairly simple, and more sophisticated implementations may be developed in the
future.

8.2.1 The �eld lines and the sample points

First, we have to compute a set of �eld lines. This set has to be large enough to �ll the AR and
prevent arti�cial holes in the numerical set-up. On the other hand, it should not be too tight.
First, more �eld lines imply more sample points and hence more computational demands in all
aspects. Second, too many sample points too close to each other may prevent each other from
getting enough in�uence onto the numerical cells (see below).

Like with the numerical box and its grid cells, which were derived from the SDO images
and pixels, we take the resolution of the extrapolated �eld data as reference for our needs. This
extrapolated �eld is given as magnetic �eld vectors on a Nx × Ny × Nz equidistant grid. The
spatial resolution of this data, and thus for our set of �eld lines, is determined by HMI. We call
a Runge-Kutta-integrator for determining a �eld line from the NLFFF-model of the investigated
AR. All grid points on at the bottom of the computational box are used as a starting point for
the integrator. However, many of the resulting �eld lines remain extremely short and low, often
ending after just one integration step. We thus immediately drop all �eld lines with a length less
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than 8 grid point distances. This lengths translates to roughly two pixels in the images we use as
input for the iteration (as described below). The smoothing for discriminating the conditions in
crossing loops becomes infeasible on such short lengths.

The edge length of a cell may be denoted with d. The sample points must obey the Nyquist
frequency, thus have to be placed not more than 0.5d apart from each other. To be on the safe
side, we placed them with a spacing of 0.3d, measured along the �eld line.

8.2.2 Filling the volume with plasma

So far we have 0D sample points located on 1D �eld lines in a 3D volume. How can we map
the essential data on the sample points into the 3D volume? Here, we introduce sub-cells that
help determining the in�uence of a sample point onto a cell but, in the end, must not be stored
separately since all information is averaged over a cell anyway.

We subdivide each cell further into N ×N ×N sub-cells and de�ne a radius ui for each sample
point i. The radius describes the lateral radius of the loop at this point, and thus the loop cross
section. We then assign each sub-cell to up to either one or no sample point, while a single sample
point can be connected to several sub-cells. Each sample point applies for an assignment to all sub-
cells that centre is not further away from the sample point than the ui of the sample point. From
all sample points applying for it, a sub-cell is assigned to the closest one. A sub-cell is assumed to
be �lled with homogeneous plasma of the density and temperature stored in the assigned sample
point. Sub-cells that remained unassigned contain vacuum.

8.2.3 In�uence of sample points, cells and pixels

Please note that we use the subscripts i and j for sample points, l and m for cells, µ and ν for
pixels, f and g for the �lters of the observing instrument.

The number of sub-cells in a cell assigned to a sample point determines the in�uence of the
sample point on the cell. We denote the volume fraction of a cell l occupied by sub-cells assigned
to sample point i with

cil ∈ [0; 1],

the cell weight. Since the LOS integration for a pixel µ is done by summing up the contributions
of the cells in one column, we also sum up the cell weights of a sample point i in that column.
This obtains a measure for the in�uence of the pixel onto the sample point, the pixel weight :

pµi :=
∑

LOS of µ

cil.

This measure is not limited to unity. For taking the average of a quantity with the pixel weights,
we also need the total pixel weight of a sample point i,

Pi :=
∑
µ

piµ.

Figure 8.3 clari�es the relationship and weights between the sample points, the grid cells and the
pixels.

8.2.4 Intensity from a cell

With equation (4.2), the intensity originating from a sub-cell and detected in �lter f , in DN, can
be modelled as

Isub,f = A
∆tf
N2
· d
N
· n2subKf (Tsub)

Compared to eq. (4.2), we set ω = 1/N2 the fraction of the pixel illuminated by the sub-cell (in
pixel) and ∆z = d/N the depth of a sub-cell (in cm). The factor A is an area factor coming
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Figure 8.3: Relationship between, sample points, grid cells and pixels and their in�uential weights (from
Barra, re-submitted to Solar Physics).

into play when rescaled observations are used instead of the original ones. In that case, A is the
rescaled pixel area relative to the original pixel area. A possible reason to rescale the images would
be that a lower resolution also results in a lower number sample points and, as a consequence,
less computational demands. We use this later for our tests. The equation is multiplied with the
exposure time ∆tf (in s) for getting the detected intensity (in DN) rather than the count rate.
A subscript for the �lter is kept for the exposure time because this value might be di�erent for
di�erent �lters. The density and temperature of the plasma in the sub-cell are described by nsub
(in cm−3) and Tsub (in K), respectively.

Adding up the contributions of each sub-cell yields the detected intensity originating from the
entire cell, which is required for the method. It gives

Ikf =
∆tf
N2
· d
N

∑
sub-cells

n2subKf (Tsub)

= A · d ·∆tf
∑
i

cikn
2
iKf (Ti), (8.1)

since 1/N3 is the volume fraction of a sub-cell to a grid cell. All such volume fractions of the
sub-cells assigned to the same sample point add up to the cell weight cik, by de�nition.

The detected intensity in a single pixel now follows from adding up the contributions from all
cells along the line of sight:

Iµf =
∑
LOS

Ikf

= A · d ·∆tf
∑
i

pµin
2
iKf (Ti).

because of the de�nition of the pixel weight pµi as the sum of a single sample point's cell weights
in a line of sight.

The sub-cell as a concept

Please note that from (8.1), the cell intensity can now be derived from the values stored in the
sample points alone. Therefore there is no need to store the sub-cells themselves once the cell
weights have been determined. However, for mapping the values of the sample points into the 3D
volume, the sub-cells are a �ne concept which provides several desirable advantages:

� The sub-cells consider the loop cross section via the ui, speci�ed for each sample point.
Thus, volume far away from loops never contains plasma, while at the same time allowing
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a competition where sample points are close to each other. Where sample points are dense,
with their cross sections overlapping, the volume is fairly distributed to the, locally, closest
sample point.

� When increasing the number of sub-divisions, the distribution of the volume to the sample
points just becomes �ner and �ner, but eventually does not change much. In other words,
the distribution converges for N →∞.

� The sub-cells do not have to be stored during the cell weight determination process either.
The cell weights for each grid cell can be computed independently from the other cells.
Therefore, it is possible to compute the cell weights for an entire cell and, after this has been
done, use the same storage for computing the cell weights of the next cell.

8.2.5 Smoothing kernel

The smoothing along the �eld lines is elemental to the method. We use a simple Gaussian kernel
for this task. First we de�ne an individual contribution

Wij :=

exp

(
−
(
s
sc

(i− j)
)2)

if |i− j| ≤ sc

0 else

which then becomes normalized to

wij :=
Wij∑
jWij

.

Here, sc is a cut o� distance and s a parameter controlling the width of the Gaussian.

8.2.6 Iterative update

The iterative update follows a certain scheme for both density and temperature. Based on the
comparison between synthesized and observed images, an intermediate update (labelled with su-
perscript int) is computed from the current values (labelled with a superscript old). By smoothing
the intermediate values along the �eld lines, the new values (denoted with a superscript new) are
generated. A full iteration consists of a density update �rst and a temperature update afterwards.
After both of them, new synthesized images are generated.

In the updates, we use two measures as weights for averaging. The �rsts are normalized response
functions

kf (T ) :=
Kf (T )

maxT Kf
.

The second measure is the ratio of the observed intensity I in a pixel µ to the intensity in the
brightest pixel for each channel f :

bµf :=
Iobsµf

maxν Iobsνf

.

Density update

It follows from equation (4.2) that the intensity is proportional to the density squared. Conse-
quently, a good assumption for the new density is

n2new ≈ n2old
Iobsµf

Isynµf

,

based on the observed (obs) and synthesized (syn) intensity of pixel µ in �lter f . For a given pixel
µ, the ratio

αµf :=
Iobsµf

Isynµf

(8.2)



8.2. IMPLEMENTING THE APPROACH 77

varies between the di�erent �lters f . Therefore, for a certain sample point i, we de�ne a �lter
averaged in�uence of the pixel by

βiµ :=

∑
f

(
αµfbµfkf (Ti)

)1/2
∑
f

(
bµfkf (Ti)

)1/2 . (8.3)

Since this also varies from pixel to pixel, we have to average it using the pixel weights:

ninti :=


noldi
Pi

∑
µ
pµiβiµ if Pi 6= 0,

noldi else.

Eventually, the new density for the sample points is then

nnewi :=

∑
j

nintj wij∑
j

wij

Temperature update

The temperature update can be derived from �lter ratios. For Ifg := If/Ig and Kfg := Kf/Kg,
it follows from (4.2) that in �rst order approximation

∆Ifg ≈
∂Kfg

∂ lg T
∆ lg T

holds. The ∆Ifg is a di�erence, and the equation above basically a �rst order Taylor expansion
of Kfg(lg T ). Solving the equation for ∆ lg T yields a forward Euler scheme for updating the
temperatures. To do so, we de�ne

γµfg :=

{
Iobsµfg − I

syn
µfg if Iobsµfg < 1,

Iobsµgf − I
syn
µgf else,

in analogy to the αµf of the density update. We then �rst compute the �lter average

δµi :=

∑
1 ≤ f < F
f < g ≤ F

γµfgρfg (kfkgbµfbµg)
1/4

∑
1 ≤ f < F
f < g ≤ F

(rfrgbµfbµg)
1/4

. (8.4)

Here, the function

ρfg(lg T ) :=


(

∂
∂ lg T Rfg(lg T )

)−1
if Iobsµfg < 1(

∂
∂ lg T Rgf (lg T )

)−1
else

is evaluated at lg Ti and the normalized responses kf and kg at Ti. From this follows

lg T int
i :=

lg T old
i +

∆s

Pi

∑
µ
δµipµi if Pi 6= 0,

lg T old
i else.

Here, ∆s is a step size which is dynamically adjusted, as described below.
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8.2.7 About design of the code

In the equations (8.3) and (8.4) the factor bi appears. Also, the weight in the density update, (8.3),
is a square root. Likewise, the weight in the temperature update, (8.4), is a fourth-order root. All
this came out of our test, and here we brie�y describe why the equations are as they are.

First about the roots. Initially the weight in the density update simply was kf , which is
obviously linear in the normalized response function kf . A similar but quadratic weight of kfkg
in the temperature leads to an instability: the total DN count, which is used for the exit criteria,
eventually runs haywire and no solution is found. Using the weight (kfkg)

1/2 instead, which is
again of linear order, �xes this problem.

The factors bi are not essential. Nevertheless, in our test case of AR 11087 they improve the
results in the parts of the observations which are dark in many or even all channels. Spuriously
high densities are much less frequent when including the factors.

The additional factors change the power of the weighting terms again. To balance this, the
square root and, respectively, the fourth-order root are taken, as they can be found in the equations
above.

The procedure monitors the total of DN count over all pixels in all �lters. If this value oscillates,
the step size ∆s is multiplied with one half. In case the total DN count does not change much, the
step size is increased by 5%. Additionally, the step size is clamped between 0.04 and 0.4, bounds
rarely reached. The code terminates automatically when two criteria are met. First, the total DN
counts after the last 200 iterations must not deviate more than 4% from their mean. Second, after
each iteration the mean total DN count over the last 20 iterations is stored. The last 200 of these
means must not deviate more than 1% from their collective average.

8.3 Evaluating the algorithm

The quality of the results the algorithm produces has been exhaustedly evaluated in Barra (re-
submitted to Solar Physics). We brie�y summarize this evaluation. For this evaluation, we syn-
thesize an arti�cial AR corona from a simple loop model. The EUV images AIA would see when
observing this model AR are generated. This hypothetical observations serve as input observations
for the �tting process.

The advantage of the model AR is that we know its physical conditions everywhere down to
the last detail. For real ARs this is not the case.

8.3.1 Comparing the �tted values to the model AR

For the evaluation we have to compare the synthesized reconstruction (RS) values to the ground
truth synthesized (GTS) values of the model AR.

Line-of-sight images

Figure 8.4 shows the RS images and the GTS images obtained when observing along the hypo-
thetical LOS of an instrument. These GTS images are used for the �tting process. Although the
intensities are not �tted directly, these GTS images should still be reproduced by the code. Here,
the channels AIA 171, AIA 304 and AIA 335 are displayed. The second one because it is the worst
reproduced, the latter one because it is reproduced best. The reproduction quality of the channels
not depicted here are similar to the one of AIA 171. Obviously, all channels are reproduced quite
nicely. To demonstrate how well, the last row in �gure 8.4 shows a measure of the relative devia-
tions of the RS intensities, IRS, from the GTS intensities IGTS, lg (|IRS − IGTS|/IGTS). It can be
seen that the largest deviations appear where the detected emission is faintest. In bright areas, the
deviations are typically small. Over all pixels of all seven EUV channels of AIA, the RS intensity
deviates less than 20% from the GTS value in about two thirds of the pixels.
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model �tting result

dev. AIA 171 dev. AIA 304 dev. AIA 335

AIA 171

AIA 304

AIA 335

Figure 8.4: First three rows: GTS �observations� of the model AR (left) and to the RS images resulting
from the �tting process (right). Last row: measure of the logarithm of relative deviations for each pixel,
clamped between -1 and 1. Displayed are the channels AIA 171, 304 and 335. The LOS is the typical LOS
an instrument on a spacecraft orbiting Earth would have (from Barra, re-submitted to Solar Physics).
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AIA 171

AIA 304

AIA 335

Figure 8.5: left: GTS �observations� of the model AR. Right: RS images resulting from the �tting process.
This is a side view. In �g. 8.4, the hypothetical observer of this �gure would watch from the right to the
left (from Barra, re-submitted to Solar Physics).

Side view images

In �gure 8.5 the same scene is shown in a side view. As these GTS images are not involved in the
�tting process, this view is an independent test case. As we want to obtain the 3D density and
temperature of the AR plasma, these images should be reproduced as well. Nevertheless, larger
deviations caused by the errors that come with the method can be expected. Therefore, this view
o�ers a �rst way of evaluating the quality of the approach.

The GTS images are again well reproduced. The structure of loops and fans of loops can be
found in the RS images to a large extent. Only two points come to the eye: First, the photosphere
and the chromosphere are unresolved. In the GTS images the lowest layers are invisible as the model
AR is too cool to be seen in EUV here. Presumably due to the smoothing, coronal temperatures
reach down to the bottom of the numerical box, and the lowest layers appear bright in the RS
images. Second, some longer loops do not faint towards the top as they do in the GTS images.
Very likely this means that the densities are overestimated in some of the longer loops.

Keeping these two issues in mind, we note that, in general, the structures are reproduced.
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Model AR Reconstruction column
density [a.u.]
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Figure 8.6: Top row: column densities, bottom row: max lg T along the LOS (from Barra, re-submitted
to Solar Physics).

8.3.2 Density and temperature distribution

In �gure 8.6 the column densities of the model AR and the �tting results are opposed to each
other. The vantage point is in the top left corner of �gure 8.4 and the view is tilted 60 degrees
against the LOS of that �gure. Again, the structure of the AR matches in both images very well.
In the RS AR, some isolated and low lying loops can be found. These loops have densities orders
of magnitude higher than the remaining AR. Hence, they can easily be spotted in the data. As
they are very rare, they do not break the generally good reproduction.

The same �gure also depicts the maximum lg T along the LOS for both the GTS AR as well
as the RS AR. The vantage point is similar to the one in the images for the column densities. Just
the view direction is now perpendicular to the one in �gure 8.4. It is demonstrated now that, in
the lowest layers only, the temperatures are too high. As before, however, the general structure of
the AR is broadly captured.

For a numerical evaluation of the discrepancies between the GTS physical parameters and the
�tted RS values, we binned all sample points according to their relative loop position. This allows
us to compare sample points in the middle of their host loops with other sample points in the
middle of their loop and so on. On the other hand, sample points of short, low reaching loops
are binned together with long loops reaching high above the solar surface. For now, we ignore the
latter issue.

For each bin, we determine the median, the 25% quantile and the 75% quantile of both the
relative deviation in density, ∆nrel := (nRS − nGTS)/nGTS , and the relative deviation in tempe-
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(a)

(b)

Figure 8.7: Top: relative deviation in density, bottom: relative deviation in temperature (from Barra,
re-submitted to Solar Physics).

rature, ∆ lg Trel := (lg TRS − lg TGTS)/ lg TRS . For the statistics, we included only sample points
above an altitude of z = 3.2 in grid space. In the model, this is the boundary between the corona
we are interested in and the chromospheric part which already has been shown to have poorly
matching temperatures in the reconstruction. Since emissivity goes with density squared, sample
points with a model density below 0.01, the maximum possible density in the model is 1, are also
excluded from the statistics on account to be too faint. Figure 8.7 plots the statistics. In the middle
of the loops, the correct values are reproduced within the scattering range. The densities are, in
median 20% below the model values. There are still sample points with overestimated densities,
as it was suggested above. The RS temperatures are close to the GTS values. Near the end of the
loops, the reconstructed temperatures exceed the model values, which can be explained again by
the coronal temperatures being smoothed down to the lower layers.

Direct comparison

Here, we restrict our analysis again to sample points with an altitude above 3.2 and a model
density above 0.01. Figure 8.8 depicts density plots for di�erent measures. Each plot consists of
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rank correlation rank correlation
density 0.4164 193 Å 0.4713
log T 0.4801 211 Å 0.4647
94 Å 0.4657 304 Å 0.3183
131 Å 0.3527 335 Å 0.4404
171 Å 0.4331
critical value: 0.0018

Table 8.1: Spearman's rank coe�cient of correlation between the model values and the �tted values.
It is computed for the density and the logarithm of the temperature of the sample points, and the �de-
tected emissivity� n2Kf (T ) in each �lter. The threshold value, up to which the compared measures are
uncorrelated, is determined for a two sided test with a level of signi�cance of 0.1%. The analysis is again
restricted to sample points with a model density of 0.01 or above and an altitude of at least 3.2 (from
Barra, re-submitted to Solar Physics).

300 × 300 bins. The plotted value is the number of sample points which fall into a bin, according
their GTS value and their RS value. Besides the large scatter, the values have a tendency to follow
the x = y -line. Table 8.1 shows the rank correlation after Spearman between the GTS values
and the RS values (for example Müller, 1975). Also noted is the critical value of rank correlation
above which the GTS values and the RS values are not uncorrelated. It can be read from the table
that the reconstructed values are clearly not uncorrelated from the model values. If this would be
di�erent, the code would not be reliable.

8.3.3 Application to active region AR 11087

We now apply the code to AR 11087, as observed on July 15th, 2010. The observations made by
AIA are used as input for the code. The advantage of this AR is that it was also observed by the
STEREO probes, being 77 degrees apart from SDO/AIA. Therefore, we can compare the STEREO
A/EUVI observations with synthesized images derived from the �tting result. The magnetic �eld
was extrapolated by Chifu et al. (2017) with their S-LINFF code. The mapping of the derived
�elds lines from the extrapolation grid into AIA image coordinates is explained in appendix A.

Figure 8.9 shows the observations in the channels AIA 94, 171, 304 and 335, representing
all seven EUV channels. They are compared to the synthesized images resulting from the �tting
process. The matching is again outstanding. Like with the test case above, the 304 channel is
worst reproduced, while the 335 channel is best. The channels missing in this �gure are of similar
reproduction quality as the other two channels shown.

From the �tted 3D atmosphere, we can also synthesize images for STEREO A/EUVI (Howard
et al., 2008). These synthesized images are compared with the real EUVI observations in �gure 8.10.
The di�erences between the two become clearer here. First, the synthesized images are brighter
than the observed ones. We will discuss this later. Second, the synthesized image appear more
noisy and chaotic. This is expected to some extent. We want to resolve structures along the LOS
without a stereoscopic view. It is clear that this cannot work perfectly. Nevertheless, the general,
morphological structure of the AR is captured. The vertical �pillar� above the centre of the AR in
channel EUVI 195 Å can be seen in the RS image, too. Also, the �lagoon� observed in EUVI 304
has a similar appearance in the RS image. Therefore we think that the general appearance of the
AR in the RS EUVI images is acceptable.

In �gure 8.11 �nally we show the �tted atmosphere itself. Displayed is the column density and
the maximum lg T along the LOS from di�erent view directions. The �tted atmosphere displays
features commonly known from real AR atmospheres. The densities have common values, are
highest in the core and decrease with altitude. The temperatures of 106.3 K to 106.6 K are typical
for the core of an AR. Very hot, short loops can be found in the core, another common feature of
ARs.

Like in the test case, some low lying loops of high density can be seen. Likewise, they are rare



84 CHAPTER 8. RECONSTRUCTING THE 3D CORONA: THE FITCOPI METHOD

density temperature

AIA 304 AIA 335

Figure 8.8: Density plots for density, temperature and the �detectable emissivity� ε = n2Kf (T ) for the
two channels AIA 304 and AIA 335. The black lines indicate the line of identity where model value and
�tted value are equal (from Barra, re-submitted to Solar Physics).
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94 Å 131 Å
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Figure 8.9: AIA observations (left in each pair) and images synthesized from the �tting results (right in
each pair) for AR 11087 (from Barra, re-submitted to Solar Physics).

and isolated, as it can be seen in �gure 8.11The generally good appearance of the densities is not
destroyed. Outside of the core temperatures are too high, around 107 K. This might be caused by
the observations being too faint to provide su�ciently good �lter ratios.

8.4 Discussion

8.4.1 Estimation of the errors

It can be read from �gure 8.7 that the densities scatter by around 50%. This is relatively low
compared to the two orders of magnitude the density can vary within an AR (table 2.1). The
logarithm of temperature displays an relative error of 4%. The range of temperatures in an AR is
105.9 K to 106.7 K (table 2.1), so that a variation in the exponent by about 0.3 is quite signi�cant.
Nevertheless, an order of magnitude estimation is possible.

8.4.2 Bright synthesized EUVI images

The RS images of AR 11087 for EUVI (�gure 8.10) are between �ve times and ten times brighter
than the observed ones. As the factor di�ers for the di�erent �lters, this cannot be explained by
an overestimated density alone.

One possible e�ect coming into play here is the degradation. For synthesizing the images, we
only have access to the launch values of the response functions Kf (T ). Since the instrument had
been in space for four years by the time of the observations, it surely had su�ered from degradation
until then. This makes the observed images darker. Another point which likely plays a role are the
errors in density, which tend to brighten the synthesized images. Due to the squared dependency
of the intensity on the density, an overestimation has a stronger impact than an underestimation.



86 CHAPTER 8. RECONSTRUCTING THE 3D CORONA: THE FITCOPI METHOD

94 Å 195 Å

284 Å 304 Å

Figure 8.10: STEREO A/EUVI observations (left in each pair) and images synthesized from the �tting
results (right in each pair) for AR 11087 (from Barra, re-submitted to Solar Physics).

8.4.3 Known issues

Two things must be kept in mind when using the FitCoPI approach. First are the temperatures
near the lower boundary of the computational box. As mentioned above, coronal temperatures
are smoothed down to bottom facet of the box. A chromosphere, or even photosphere, is not
resolved. This has, however, surprisingly little e�ect onto the reconstruction of the atmosphere in
the remaining volume. This is possibly due to the fact that most emission in the observed EUV
regime originates from the corona.

A second issue appears when the LOS of the instrument used for the �tting passes through the
box �rst but exits it again before reaching the solar surface. This, actually, happens during the
application to AR 11087, in the northern part of the images. The situation is sketched in �gure
8.12. Depicted is the numerical volume above the solar surface, as seen from STEREO A, and a
LOS of SDO. The box is de�ned by the �eld extrapolation. Outside of it, no �eld data is available.
The LOS passes through the box as well as through a volume not included into the computation.
The emission from the latter region (noted b in the �gure) is still observed, and contributes to the
�tting process. The FitCoPI code compensates for this by increasing the density along the parts
of the LOS that are within the box (a in the �gure) to unnaturally high values. This e�ect can be
seen in the top edges of the synthesized EUVI images in �gure 8.10.

8.4.4 Comparison to other works

In Warren et al. (2018), the authors promote a method that links traced coronal loops with
�eld lines derived from �eld extrapolations. This method also has the potential to obtain the 3D
atmosphere: From the loops, when traced in several EUV �lters, the physical properties of the
plasma can be obtained, for example using a DEM analysis (Craig and Brown, 1976; Kashyap
and Drake, 1998; Hannah and Kontar, 2012). At the same time, the �eld lines provide the three
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column density, oblique max lg T/K

max lg T/K, oblique, masked AIA 193 Å + mask

Figure 8.11: The �tted atmosphere for AR 11087. The lower left panel shows the maximum of lg T from
a vantage point in the north west. Displayed is only the parts of the AR which, in the observations, reach
10% of the observed maximum intensity in at least two AIA channels. The mask is shown in the lower
right panel along the AIA 193 observations (from Barra, re-submitted to Solar Physics).
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Figure 8.12: LOS not fully passing through the computational domain (from Barra, re-submitted to
Solar Physics).

dimensional location in space. This method can gain physical properties, however, only where
loops can be traced. Especially in the core this can be di�cult. Also, along the LOS of each pixel
the physical quantity can be obtained for only one point, as only one loop can be traced in each
pixel. Nevertheless, the information yielded by this method may be su�cient to interpolate the
atmosphere in the entire AR. Compared to that, our method has a resolution along the LOS. It
also does not rely on traced loops but obtains data along all the �eld lines. The �eld lines do not
have to coincide with coronal loops. But �rst, the extrapolation methods have been evolved so far
that they produce quite good matching with the real �eld. Second, it is one of the main conclusions
of Warren et al. (2018) that the �eld lines of the NLFFF have a very good coincidence with the
observed loops. The advantage of the method by Warren et al. (2018) compared to FitCoPI is
that they can deploy well tested methods for determining the plasma density and temperature,
while this determination is part of our newly developed code. We think that both codes do not
stand against each other but could be combined: The method by Warren et al. (2018) may provide
an initial condition or even an constraint to the FitCoPI code.

8.5 Conclusion

The FitCoPI approach can reproduce an AR corona quite well. Although it is still not perfect,
it can de�nitely provide an approximation of the atmosphere. The synthesized images along the
LOS match the observations used for the �tting process remarkably well. Also the side views can
be reproduced to a good extent. The magnitude and distribution of density and temperature in
the synthesized atmosphere are common for AR coronas. The errors allow for order of magnitude
estimations. The rank correlations in the test case are rather 0.4 than 0.8, but still signi�cantly
above the critical threshold for uncorrelated values. Reliable solutions are found only along LOSs
that pass through the numerical box entirely, but current �eld line extrapolations of ARs are
limited to the vicinity of the disk-centre anyway.

Having in mind that our implementation of FitCoPI presented here is a kind of prototype,
the good results are even more astonishing. Barra (re-submitted to Solar Physics) mentions a
list of points that can be improved within the frame. With the promising results here and some
possibilities for improvements at hand, we conclude that the FitCoPI approach is an ansatz which
should be pursued further.



Chapter 9

Summary, conclusions and outlook

9.1 Summary

In this thesis, we investigated several approaches to model the AR corona on the Sun. Observational
constraints and inputs are provided by the SDO of NASA (Pesnell et al., 2012), mainly by the
EUV imager AIA (Lemen et al., 2012) and the polarimeter HMI (Schou et al., 2012, chapter 4).
Compared to other ways of analysing the physical conditions in the corona (for example Kashyap
and Drake, 1998; Hannah and Kontar, 2012; Aschwanden et al., 2013), we intended to achieve a
three dimensional model atmosphere rather than two dimensional maps. In contrast to tomographic
and stereoscopic methods (like Aschwanden et al., 2000a; Vásquez et al., 2011), we also wanted
the model to work for a single instrument and with a single set of observations taken in a short
time (a minute or so).

Coronal models incorporate coronal heating. Therefore, if a model is able to reproduce the
observed appearance of an AR corona, it can be deduced that the incorporated heating mecha-
nism is likely to act in the observed AR. Such conclusions are desirable as the roles of di�erent
mechanisms in coronal heating are still under debate.

In all of the methods we investigated here, extrapolated magnetic �elds and the �eld lines
derived from that �elds are used as a tracer for the loops. We use non-linear force-free-�eld models,
namely the code by Wiegelmann et al. (2012) and its stereoscopic extension by Chifu et al. (2017).
As these extrapolation codes are applicable only to ARs near the centre of the solar disk, we also
focus on such ARs.

Goal of all methods is to obtain the physical quantities, electron density, electron temperature
and gas pressure, along the �eld lines. After obtaining these quantities, images can be synthesized
from the model atmosphere which can be compared against real observations. Also, the distribution
of the quantities can be analysed for which heating mechanism �ts best, if not already known.

First, we tried to retrieve the quantities along the loops (or in our case: the �eld lines) di-
rectly from the observations (chapter 6). The method of background subtraction and �lter ratio
analysis used is described in Aschwanden et al. (2008a). In the core of the AR, loops are heavily
criss-crossing in the observed images. We found that this makes, in our opinion, an appropriate
background subtraction impossible. The method is, hence, not feasible. We note that Aschwanden
et al. (2013) published a code which incorporates an automated detection of loops in AIA obser-
vations. They detect the loops directly from the contrasts in the images, without using �eld lines.
However, sometimes they also have problems to detect loops in the cores of near-disk-centre ARs,
resulting in some voids without detected loops (compare their �gure 11).

Next, we applied static loop models to the �eld lines (chapter 7). We used the classical model
by Rosner et al. (1978) and the model by Serio et al. (1981). We combined them with scalings
from Golub et al. (1982) and Schrijver et al. (2004) to close the set of equations. We also applied
an isothermal model made by ourselves. Besides the NLFFF we also used a LFFF and a potential
�eld model. None of the models can reproduce the EUV observations, and all have to be rejected.
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As a consequence, no statement about the actual heating mechanisms can be made. This is in line
with the work by Lundquist et al. (2008a), Warren and Winebarger (2006) and Dudík et al. (2011).
They mainly modelled the AR corona with static models �tting X-ray observations. When they
synthesized EUV images from their solutions, these images were not able to match observations
either. However, the NLFFF produces a rather organic, realistic shaped AR, while the LFFF and
the potential �eld cause the AR to appear very arti�cial in its morphology. This is contradicting
to Lundquist et al. (2008a) who claimed that the di�erence in the appearance of the modelled AR
between using a potential �eld and a NLFFF is negligible.

Finally, we developed a new code for iteratively �tting the 3D atmosphere using the �elds
lines and single vantage point observations (Barra, re-submitted to Solar Physics, chapter 8). The
code, labelled Fitting Coronal Plasma iteratively FitCoPI, updates the physical properties at each
point on the �eld lines, followed by smoothing the updates. This smoothing allows to discriminate
between two loops in locations where they cross each other in the observations. In this early stage,
the code is able to reproduce the observations quite remarkably. This is especially true for the
observations that are used for the �tting input. Besides of this, though with some larger errors,
also observations from other vantage points made at the same time match images synthesized from
the �tted atmosphere very well. The errors in density and temperature, determined on the basis of
a test case, allow for order of magnitude estimations. Possibilities how to further improve the code
are given in Barra (re-submitted to Solar Physics), too. Warren et al. (2018) published a way to
link traced loops in the observations to �eld lines yielded from �eld extrapolations. This method
allows to gain a 3D atmosphere, too. Their method is, consequently, limited to the loops actually
detected, which is di�cult in the core. Compared to that, we can gain atmospheric reconstruction
everywhere where there is a �eld line. Also, their method can yield physical properties for only
one point along the LOS of each pixel while our method provides a resolution along the LOS. On
the other hand, their method can use the well tested DEM analysis for retrieving the densities
and temperatures. Both methods may be combined.

9.2 Conclusions

From the results mentioned above, we can draw several conclusions:

� In the core of an AR, background subtraction is nearly impossible. Directly inferring the
physical conditions in loops located there is, therefore, not feasible.

� Static models cannot reproduce the EUV emission of an AR.

� The NLFFF should be preferred for extrapolating coronal magnetic �elds from vector ma-
gnetograms, compared to potential �elds and LFFFs.

� The FitCoPI code can already yield a good approximation of the AR corona. As it can be
improved, it is an approach which should be pursued further.

9.3 Outlook

Analysing the atmosphere of AR 11087 obtained by the FitCoPI code in terms of signatures of
heating mechanisms is pending. In the future, we would like to improve the FitCoPI approach
further. Also, more tests on other active regions are planned as soon as possible to further proof
the robustness of the method. Once the code can give very precise results, much better than now,
time series of three dimensional AR coronas are possible. Such time series would allow to follow
the heating and cooling processes very detailed. Especially, the correlation to the dynamics of the
magnetic �eld can be seen. Surely this would provide strong evidence on the heating mechanisms
acting, or not acting, or co-acting in the AR, in di�erent parts of it and at di�erent times.



Appendix A

Mapping the extrapolated �elds

The extrapolated coronal magnetic �elds used in this thesis are calculated on a rectangular grid
based on HMI data. Therefore, the question arises where and how this box appears in the cor-
responding AIA images. Answering this requires a remapping of the numerical box into the �real
world� and a consecutive mapping onto the AIA image or.

The remapping step transforms each point (x, y, z) of the numerical box to spherical coordinates
(r, ϑ, ϕ) with the Sun-centre at r = 0, the solar equator at ϑ = 0 and the point on the Sun beneath
SDO at ϕ = 0. Here, the coordinate r is the radius measured in any unit of length, ϑ is the latitude
(ranging from π/2 at the north pole to −π/2 at the south pole) and ϕ the longitude (east to west,
ranging from 0 to 2π).

The mapping into the coordinates of the image or the grid for the FitCoPI algorithm transforms
the (r, ϑ, ϕ) coordinates of a point into the image coordinates (u, v, w), where u (horizontal east
to west axis) and v (vertical south to north axis) are the pixel where this point appears on the
image and w is a depth information we need for the FitCoPI code.

The coordinates and the mapping used in HMI and AIA data are speci�ed in the FITS keywords
CTYPE1 and CTYPE2. The location of a reference point in the image data, its coordinate values,
the coordinate increments per pixel and the coordinate units are also given in the header of each
FITS image (Hanisch et al., 2001).

The coordinate and map projections systems are given in Thompson (2006).

A.1 Remapping the numerical box

The HMI images of the ARs, used for extrapolations appearing in this thesis, are in Carrington
heliographic coordinate system. This coordinate system has the equator as zero latitude. The
meridians rotate with a speed of 2π/25.38 days (Thompson, 2006), reminiscing a mean rotation
speed of the sun. For the remapping, the o�set of the median underneath the observer, SDO in
this case, which depends of the date of the observation, has to be known.

In the rectangular numerical box for the �eld extrapolation, the horizontal coordinates are
Carrington longitude (φ) and latitude (θ). Therefore it gets slightly distorted when remapping
onto the solar surface since the edge closer to a pole is shorter than the edge closer to the equator.
The volume occupied by the numerical grid expands outwards (see �gure A.1).

In the �rst step we transform the coordinates into the system we call �heliographic observer
orientated� (HGOO) in this thesis (�gure A.2). The solar horizon is at ϑ = 0, the solar north
pole at ϑ = π/2. The meridian of longitude ϕ = 0 is determined as the one underneath the
observer (who is assumed not to hover exactly over one of the poles) and increases to the west.
This means, compared to Carrington coordinates, only the longitude changes depending on the
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Figure A.1: Distortion of the rectangular grid used for the �eld extrapolation when remapped onto the
sun. For making the e�ect clearly visible we used an extremely large volume in this sketch.

observer's Carrington longitude, φobs.

ϑ = θ

ϕ = φ− φobs.

The distance r remains unchanged, quite naturally.
In the next step the HGOO coordinates are transformed into a system we announce as �helioe-

quatorial Cartesian� coordinates here (HEQC, also �gure A.2). This is a orthonormal Cartesian
coordinate system ~ea, ~eb, ~ec with the origin in the solar centre. The ~eb axis points towards the
solar north pole, the ~ec axis towards the ϕ = 0 meridian. Since the north pole is also located on
this meridian, the observer, by de�nition, is in the bc plane de�ned by a = 0. The ~ea unit vector
completes the basis vectors such that they build a right handed system, i.e. ~eb × ~ec = ~ea. The
HEQC coordinates follow from the HGOO coordinates by

a = r cosϑ sinϕ

b = r sinϑ

c = r cosϑ cosϕ.

From the HEQC we easily arrive to the well used Heliocentric Cartesian coordinates (HCC, Thomp-
son 2006), using x, y, z, by tilting the HEQC by the observer's Carrington latitude θobs. In HCC,
the x̂ axis is identical to the a axis, but the ẑ axis now points directly towards the observer. The
ŷ axis completes the right handed system (see �gure A.2).x̂ŷ

ẑ

 =

1 0 0
0 cos θobs − sin θobs
0 sin θobs cos θobs

ab
c

 .

A.2 Mapping to AIA images

Unlike the HMI data, AIA images use helioprojective coordinates, an observer centred spherical
coordinate system, together with a gnomonic projection (HP, �gure A.3). This is, the angle between
a certain view direction and the central view direction of SDO increases linearly with each pixel in
both the horizontal and vertical direction of the image axes. With the distance between observer
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Figure A.2: De�nition of the heliographic observer orientated and the helioequatorical Cartesian coor-
dinates (left) as well as the heliocetric Cartesian coordinates (right). Denoted are the solar north pole
(N) and the point on the surface underneath the observer (obs). Also depicted are the equator and the
meridian of the observer, which is the zero meridian in the HGOO system.

and sun centre, dobs, given, the HP coordinates follow from the HCC coordinates by

α = tan−1
(

x̂

dobs − ẑ

)
β = sin−1

(
ŷ

ρ

)
ρ =

(
x̂2 + ŷ2 + (dobs − ẑ)2

)1/2
,

as speci�ed in (Thompson, 2006). Note that this is a left handed coordinate system.
The pixel coordinates u (horizontal) and v (vertical) of a point on the AIA images are deter-

mined by the angular spacing ∆α and ∆β , as well as the location (u0, v0) of the disc centre on
the image. We also take the chance to de�ne the depth coordinate w in a way that (u, v, w) are a
right handed coordinate system again.

u =
α

∆α
+ u0

v =
β

∆β
+ v0

w =
dobs − ρ

d
.

Here, d is the physical grid spacing of the extrapolation grid1, and thus has the same meaning as
in chapter 8. The depth coordinate w is 0 when the point is as far from the observer as the centre
of the sun and increases towards the observer.

A.3 The FitCoPI grid

For the FitCoPI code, it is su�cient taking a cut out of the full AIA image which engulfs the AR
of interest. Once the �eld lines have been determined, their maximum extent towards the left, the

1Or, at least, a representative value for it, since this grid is distorted.
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Figure A.3: De�nition of the helioprojective coordinates. Shown is also the basis of the heliocentric
Cartesian coordinates, as well as the x, y, z coordinates of an example and its correlated α, β, ρ. The
location of the observer is denoted by obs.

bottom and the far distance, umin, vmin and wmin, respectively, are known. This is also true for
the extents into the opposite directions, umax, vmax and wmax. Additionally, a boundary of width
B pixels around the cut out containing the �eld lines might be wanted. In this case, the cut out is

uleft = bumin − 0.5c −B
uright = dumax − 0.5e+B

vbottom = bvmin − 0.5c −B
vtop = dvmax − 0.5e+B.

The cut out ranges across the pixels uleft to uright horizontally and vbottom to vtop in the vertical
direction, all boundaries included. It must be noted that this is true when the lower left edge of
the image has the pixel coordinates (0,0) and the indices of the pixels are counted from 0 on. In
FITS �les, the indices begin at 1, giving the lower left corner a pixel coordinate of (0.5, 0.5). This
is taken into account by the subtraction of 0.5 in the equations above.

The grid coordinates of a point write now as

x = u− 0.5− uleft
y = v − 0.5− vbottom
z = w − wmin.

Again, due to the index counting in FITS images, 0.5 has been subtracted.
We use this set of grid coordinates (x, y, z), for the FitCoPI computations and the cut out for

the reference images. In the computations, this grid is a rectangular grid. In reality, a very small
residual angle remains as the volume is a wedge taken from a sphere. However, both the close
and the far edge of the domain are located at a large distance from the observer (much further
away than their mutual distance). Due to this geometrical con�guration, the rectangular grid is a
reasonable approximation. Figure A.4 over exaggerates the situation for displaying the important
angles and distances more clear.

Nevertheless, we conclude this section with the necessary evaluation of the errors made by
assuming the grid to be rectangular. In the rectangular approximation, the spacing between two
points of the same z remains constant when reducing their z by the same amount, while in reality
this spacing increases due to the spherical geometry of the coordinate system. When shifting from
a distance dnear to a distance dfar from the observer, a spacing snear increases to

sfar = snear
dfar
dnear

.
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Figure A.4: The coordinates for the numerical grid. During the FitCoPI computation, this grid is
assumed to be rectangular. Since the angles are much smaller than drawn in this image, this assumption
does introduce only negligible errors (see text for details).

In an extreme case of low dnear and large separation, like dfar = 148 504 Mm, dnear = 148 104
Mm, this causes an increase by a factor of

dfar
dnear

= 1 +
dfar − dnear

dnear
≈ 0.0027

This values re�ects earth to be at perihelion (dsun = 149 600 Mm). With the radius of the Sun
being 696 Mm (both values, see for example Stix, 2004), dfar is the distance between the centre
of the Earth and the subterrestrian point on the solar surface. The error caused by assuming the
grid coordinates to form a rectangular grid is not larger than 0.3%, which is much less than the
observational errors of AIA.
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Illustration credits

Figure 1.1: by Ralf Künneman, published under the Creative Commons Attributions Share-alike
2.5 generic licence (https://creativecommons.org/licenses/by-sa/2.5/deed.en).

Figures 2.2, 6.2, 6.3, 7.2a, 7.3a, 7.6 right panel, 7.11 AIA 211 panel, 7.16 AIA 171 panel, 8.4
observations, 8.11 AIA 193 panel: These �gures use images with courtesy of NASA/SDO and the
AIA, EVE and HMI science teams.

Figure 2.3, lower panel: from Wedemeyer-Böhm et al. (2009). Reprinted by permission from Sprin-
ger Nature Customer Service Centre GmbH, Space Science Reviews, S. Wedemeyer-Böhm, A.
Lagg, Å. Nordlund: Coupling from the Photosphere to the Chromosphere and the Corona, Sprin-
ger Science+Business Media B.V. © 2008, transformed to grey-scale

Figure 2.4: from Gary (2001). Reprinted by permission from Springer Nature Customer Service
Centre GmbH, Solar Physics, G. A. Gary: Plasma Beta above a Solar Active Region: Rethinking
the Paradigm, Kluwer Academic publishers © 2001

Figure 4.4: from Grigis et al. (2012), in grey-scale, courtesy of NASA/SDO and the AIA science
team (www.lmsal.com/sdodocs/doc?cmd=dcur&proj_num=SDO0064&file_type=pdf)

Figures 8.1, 8.2, 8.3, 8.4, 8.5, 8.6, 8.7, 8.8, 8.9, 8.10, 8.11, 8.12, Table 8.1: Grey-scaled and, par-
tially, older versions from Barra, which, in the meanwhile, has been published in Solar Physics
294: 101, July 2019, doi: 10.1007/s11207-019-1428-y under the Creative Commons Attributions
4.0 International License (https://creativecommons.org/licenses/by/4.0/)

Figure 8.10 observations: This �gure uses images with courtesy of NASA/STEREO and the
SECCHI science team.
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