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Summary

Studying the surface of a comet is challenging becauseréditieenucleus is too far to
be resolved in details, or it is close enough but its own #gthides all the features we
would like to investigate. One of the topic of interest is tbealization of active regions
on the surface. Although this can be done quite easily fromaaecraft, the jets of gas
and dust represent also a hazard for any probe passing atdiktance from the nucleus.
Therefore any hint on the local activity should be taken odnsideration to constrain the
approach.

We believe that this can be achieved through the analysiseo$d called dust coma
structures. At first the dust coma of an active comet as segrmimd-based observations
look rather homogeneous and featureless. However, afteanemg the images details
through several image processing techniques, one cazedhht the coma is not uni-
form and sometimes displays a great variety of structurapesthas fans, jets, circles, or
spirals. These patterns are generally considered as tndscaf the presence of active
dust emitting regions at the surface of the rotating nucleus

The goal of this PhD project was first to study and compaifeidint image processing
methods one can use in order to reveal the coma structurée iexposures, and then
to develop a scientific software package that would allovemheining a more realistic
physical model of cometary nuclei from the same observatiobtained from Earth or
from spacecraft platforms close to the comet. For this pggpa flexible 3-dimensional
model of the nucleus and a physical description of the dustlaation processes in
the nucleus neighborhood were developed. By using reaikpe assumptions for the
nucleus we performed a forward modeling of the dust coma&tres around the comet,
emphasizing the retrieval of typical parameters #iiedent scale: determination of the
spin axis orientation of the nucleus, characterizationustt ghroperties (grain size, initial
velocity, sensitivity to the radiation pressure), and lzedion of the active regions at the
surface of the nucleus.

This approach provided interesting results on several tam@mong them we de-
termined first the spin axis orientation of various nuclé@P/Bchwassmann-Wachmann
3 components B & C, and 9Rempel 1. We performed then a full analysis of the coma
structures for 9Fempel 1. From there we were able to localize active regiowiscan-
strain the dust parameters as well as the activity profiléy @icellent agreement between
our results and in-situ measurements for all the parameters

Such a modeling attempt including a realistic shape of thdems is a challenging
"first” worldwide and we believe it has the prospect to pathwilag into a new era of
modeling interpretation of comets that will be needed indbetext of ESAs ROSETTA
mission to comet 67huryumov-Gerasimenko.






1 General introduction to comets

If everybody understands quite clearly the concepts ofgikaand stars, itis somehow dif-
ferent for comets. When asked about these objects most oéth@qy scientists included,
give different descriptions. A majority refers to what specialistsild callactive comets
a bright object covering a large portion of the sky, whergagers describe a small, dark,
and frozen body, lost at the borders of our Solar System. &tves visions of the same
object are both correct and understanding the link betwleem tis the basis of cometary
science. One can study comets frorffelient points of view, considering them as frozen
witnesses of the origin of planetary formation, as well &g laboratory for complex
physics and chemistry. The work described in this thesiestigates a specific field of
cometary research, but it will be easier to understand ®reélader if we first summarize
the main concepts of cometary science, from early obsensto advanced theories.

1.1 Early observations

Comets have been observed from the early ages of humanityharaldest descriptions
which survived until now date back to the Mesopotamians efBinonze Age and the
book"The Epic of Gilgamesh'one of the earliest literary writings (around 2500 BCE).
In this tale, a comet is described as a falling star bringilsgsters to Earth as it passes
by.

Comets have been considered as bad omens by all civilizatidiiyvery recent time.
As often in human history these objects were feared due takadaunderstanding of
their nature. With respect to the other celestial bodiemets display a completely dif-
ferent behavior. Unlike planets and stars, they show a rathe@nging appearance, and
seem to come from random directions, therefore breakingicent belief that the sky,
as the domain of gods, is organized with perfect rules anelvalhts occurring there must
be predictable. Thus around 340 BCE, the Greek philosophstotle concluded that
comets cannot belong to tleelestial sphereand must be meteorological phenomena. At
the same epoch, Chinese astronomers were also observingsamecompiling their re-
sults in catalogues where comets were associated withtelisakat might have occurred
at the same time (see Fig@.1). All these documents are still of a great value for modern
astronomers, as they allow us to track back the appeararsmod of the most famous
comets. For example it is believed that the first observaifaomet 1PHalley has been
reported in one of the Chinese observation logs.

Comets remained feared and misunderstood until the sixteentury, when the Dan-
ish astronomer Tycho Brahe measured the parallax of the Garaet of 1577 (modern
designation: ¢1577 V1). By comparing this value with the parallax of the Mooea-
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1 General introduction to comets

Figure 1.1: Mawangdui silk (China, 300 BCE), a catalogue of danyeobservations
along with the various disasters associated with them. dtiilees events going back to
1500 BCE. Source: NASAPL.

sured at the same time, he concluded that the distance obthetavas larger than the
Earth-Moon distance. Therefore comets had to be celedfjatts, and could be studied
as any other cosmic bodies. This was the beginning of therstadaling of the true nature
of comets. In 1701 Sir Edmund Halley estimated frorfiedent observations that three
observed comets might be the same object coming back to rilee 8olar System every
76 years. He predicted the return of this comet in 1758. SatHiley died in 1742, but
his prediction was correct and started the age of modern tawyngcience.

1.2 Origin of comets

1.2.1 Orhits

If comets are not meteorological phenomena, where do theydmom ? In other words,
how to combine what we know of celestial mechanics and faonaif the Solar System
with this apparent randomness in the cometary orbits ?

In the absence of perturbations, comets follow a Kepleridmt,o.e. they orbit on
a path that is a conic section with the Sun at one focus. Tihid &f orbit can be fully
parametrized by a set of values called orbital elementsy Taer be obtained from a few
observations of a celestial body and describe completelgrhit. AppendixA summa-
rizes the main equations needed for this calculation.

The 20" century saw a lot of measurements of cometary orbits andssifitation
started based on the orbital elements. Comets were dividagloirmain groups: short
period and long period comets, with their parameters sumaedhin Tablel.2.1

Based on this classification it is noticed than generally desméth a period shorter
than 200 years orbit mainly within 100 AU from the Sun and vaitlow inclination on the

10



1.2 Origin of comets

Short period| Long period
Period| < 200 years| > 200 years
a <100 AU <10° AU
[ < 3¢ all values

Table 1.1: Main parameters for the classification of comets.

ecliptic whereas comets with a longer period can reach \argitances and approach
the Sun more or less isotropically with a random inclinatiBased on the total number
of comets observed, the ratio between long period and skddgcometsis: 5: 1.

This classification can be refined by considering the Tisgkiterion which de-
scribes the changes of orbital elements of an object enedngta planet. For example if
we consider the interaction with Jupiter, we can write thes@&rand parameter as:

T, = %} L2 /ai(l — &) - cogi) = constant (1.1)
J

whith a the semi-major axis of the comet orbat; Jupiter’s oneg andi the eccentricity
and inclination of the comet orbit.

This parameter is conserved during the encounter, ther@fercan establish groups
of comets with similar Tisserand values as shown in figuge

orbit interior orbit exterior

a>10000AU A<10000AU
to Jupiter to Jupiter
A>40AU a<40AU . .
New Jupiter Chiron
Family type type

Halley
type

External

Figure 1.2: Cometary classification scheme based on Tiss@aameter. Adapted from
Levison and Done&007)

1.2.2 Reservoirs

Until 1950, no theory was able to explain the existence cfétditerent groups of comets,
in particular the strong éierences in inclination and semi-major axis for the short and

11



1 General introduction to comets

long period comets. Howevéort (1950 showed that a plot of the number of comets
versus the inverse of their semi-major axis gave a very gtpaak around zero (Fid..3).

The observed dispersion indwas much smaller than it was expected if comets would
have been in the inner solar system several times, the gtiavial interactions with the
giant planets leading usually to a broadening of this dsipar Hence all these comets
must have entered the solar system for the first time whenrad$eand therefore the
measured values @fandi indicate their original location. Oort finally concluded tre
existence of spherical cloud orbiting the Sur=a50 000 AU. It is interesting to notice
that Oort did the whole study with a set of only 19 long-pesicdmets but his results are
still valid now that we have much more statistics.

80

70+
60 -
50| g
301
20k 4
ol = . ] N e O B P e
-1 0 1 2 3 4 5

RECIPROCAL SEMIMAJOR AXIS (10°AU™)

Figure 1.3: Distribution of 1a shows a peak aroundI®3, typical of orbits which have
not been #ected by interactions with the giant planets. Adapted fidarsden et al.
(1978.

Similar considerations leHuiper (1951 to postulate that short period comets must
come from a flattened disk orbiting between 30 and 55 AU, dmrsid as a remnant of
the accretion disk of planetesimals in the solar nebulas Tdservoir is named after him
the Kuiper belt. See Fidl.4for a schematic representation.

1.2.3 Origins

We have seen that the Oort cloud and the Kuiper belt are watistheories to explain the
observed orbits of the comets. However if the position ofKlnger belt can be easily
understood from models of the original accretion disk, itnigre dificult to justify the
origin of the Oort cloud. Several theories have been prajoseme of them are still
debated. As it is not the subject of this thesis we will onlyaduce the most commonly
accepted one: the Nice modébgmes et al(2009, Morbidelli (2005). This theory
suggests the following scenario (see also Hig):

e We consider an original solar system much more compact tbanwith the four
giant planets orbiting between 5.45 and 14.2 AU, surrourtyeal disk of planetes-
imals at 15-35 AU.

12



1.2 Origin of comets

~ 0
10 10° 100 10t 40° |
ALk

g

KuiperBalt

OortCloud —= /7

Figure 1.4: Schematic representation of the Kuiper belttaedOort cloud with respect
to the Solar System. Credit: Southwest Research Institute.

e Due to gravitational perturbations from the closest gidahets, planetesimals are
dragged inwards. In order to conserve the angular momenttine &Golar System,
Saturn, Uranus, and Neptune migrate slowly outwards.

e The situation is dterent for Jupiter. As its gravitational force is much streng
most of the small bodies are accelerated and ejected oueahtier solar system,
which causes Jupiter to move inwards to balance the lossgafl@nmomentum.

e This slow migration goes on feg¥800 Myrs, until Jupiter and Saturn cross their 1:2
mean-motion resonance orbit. The gravitational inteoadbetween the two bodies
causes an increase in Saturn eccentricity, whitdces the two other giant planets,
eventually switching their orbits.

¢ In 4 Myrs, planets move from their original position to theremt one. As Neptune
moves closer to the planetesimals, 97% of the mass prestmis iregion is ejected
inwards (Late Heavy Bombardment), and outwards (Oort Clduelsblar system.

This model is very interesting as it solves not only the peablof the origins of
comets, but it fits also with observations showing a lack oésna the Kuiper belt, or
evidences of a late heavy bombardment800 Myrs after the formation of the Solar
System (as seen from craters impact on the Moon and Mereey-ig. 1.6). However
it relies on assumptions on the initial position of the plarthat are dticult to verify.
Nevertheless it is the best theory so far to justify the exise of cometary reservoirs.

1.2.4 Lifetime of comets

We have seen that most of the comets are observed while thentlea inner Solar System
for the first time. Whatever is the process that placed the towleere they are now, the

13



1 General introduction to comets

a0 . U s = : : =

¥y

y{au)

Figure 1.5: Numerical calculation for the Nice model. Plarexe initially at orbits be-
tween 5.45 and 14.2 AU. The disk of planetesimals is locastdiden 15.5 and 34 AU.
The four panels represent the orbital configuration at fofiexent epochs. a) 100 Myr,
beginning of planetary migration. b) 879 Myr, situationtjuosfore reaching reaching the
1:2 mean motion resonance (MMR) between Jupiter and SatQr&@82ZMyr, situation
just after reaching the 1:2 MMR. d) 1082 Myr, final state, ondg 8f initial disk mass
remains in the Kuiper belt. Sourc&omes et al(2005

important point to notice is that they stayed there almastesitheir formation, i.e. the
early ages of the Solar System. As they approach the Sum,siiméace sublimates (see
section1.3.]), abrading the nucleus. This process goes on until all thatiles have
disappeared, or until a disruptive event (outburst, tidedds from giant planets, impact),
achieves the complete destruction of the nucleus.

1.3 Nucleus, coma, tails, and trail

1.3.1 Nucleus

Comets were firstly known as very bright objects displayinganging appearance with a
main coma and several tails expanding up to hundred milkdoseters or more. How-
ever, modern observations with large telescopes and spadickave shown that far from
the Sun, comets look completelyfidirent. There, only their nucleus is visible, a dark and
small object, with a diameter of only a few kilometers.

The fact that a small body can produce such extended stesatuight seem surprising
but can be explained quite simply. According to the modesion of comets, the nucleus
is a discrete rotating body which consists mainly of water(#g80%), complex volatiles

14



1.3 Nucleus, coma, tails, and trail

l————— Neclaris (3.90 Ga)
Imbrium (3.85 Ga)
fe———— Orientale (3.82 Ga?)

- 3.90 — 3.82 Ga (80 Ma)

HAChe——— 4.12 - 3.82 Ga (300 Ma)

Mass (g/years)
=)
T

2L = 3

10 . i\ LHB

- & N ~

3 A '-~._____
10" ! :\j_\.-:--_
A\
| B Apollo 17
Apollo 12/15
l“}{ LIIIII lllllJlllLllllill
4.5 4.0 35 3.0 2.5 20

Age (10” years)

Figure 1.6: Plot of the amount of mass impacting the Moonustke age of the Solar
System. There is a clear indication for a huge bombardmeninar 4.1 Gyrs. Source
Morbidelli (2005

formed out of abundant elements (H, C, N and O), and dust (yn8stl Far away from
the Sun, the body is frozen and only the the nucleus is presarthe comet approaches
the Sun, the solar heating increases the surface temperttarice sublimates producing
gas which drags along dust, creating a coma of mixed masmoaind the nucleus. Solar
wind, gravitational forces, and radiation pressure exghedyas and dust in the vacuum
giving rise to the tails.

The heliocentric distance at which sublimation starts givaluable information as
it depends on the composition of ices present at the nucledzce. Figurel.8 details
the behavior of various ices. It is generally observed thatviaporization rate of water
ice becomes negligible after 3 AU, therefore any activitgaived at larger heliocentric
distance must be driven by another material (for example @pacanother process such
as the exothermal ¥0 amorphous crystalline transition.

A question that is still puzzling scientist is to know how tke is distributed at the
surface of the nucleus, and more generally what is the streicf a cometary nucleus.

So far only six comets have been visited by a spacecraft, imietyes of the nucleus
for four of them (Fig.1.9). Observations revealed very dark objects, i.e. albedeldiaan
3-4% for 1PHalley (Keller et al. 2004, and about 5% for 9Fempell Li et al. 2007%).
Furthermore, their surface is covered with dust and the@actigions where sublimation
takes place represents only a portion of the whole area. i$lgsite representative of
comets which have experienced already several perihelissgges. "Fresh" comets en-
tering the inner Solar System for the first time are usuallyaraztive. Estimations of the
bulk density revealed a very low value (for instance aboOkg®n 3 for 9P Tempel 1 ac-
cording toRichardson et al2007). This indicates that cometary nuclei are not made of
solid rock but have a rather fliy or rubble-pile structure with fierent materials loosely
packed together. Thus the sublimation might not happen anilye surface but can also
take place beneath as the heat wave penetrates into theisualéh the vaporized gas

15



1 General introduction to comets

lon tail © °

Dust tail

'Nu_cleus (hot visible)
& coma i

Figure 1.7: The coma and tails of cometi@95 O1 Hale-Bopp, April 1997
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Figure 1.8: Chart displaying the sublimation rate of varimes with respect to the helio-
centric distance. The dots labelegdindicate the distance beyond which the sublimation

becomes negligible. SourcBelsemmg1982).
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1.3 Nucleus, coma, tails, and trail

Figure 1.9: Close views of the four cometary nuclei imageddacscrafts: (a) J/Plalley,
mission Giotto, March 86; (b) 19Borelly, mission Deep Space 1, September 2001; (c)
81PWild 2, mission Stardust, January 2004; (dYB#mpel 1, mission Deep Impact, July
2005.

carried outside through vents or holes in the structure.

1.3.2 Gas coma and ion tails

As the ice sublimates, the pressuréetience forces the gas to expand around the nucleus,
creating a coma. It is composed of neutral gas molecules astdodrticles distributed in
a more or less spherical volume centered on the nucleus)dirteup to 16km Parents
molecules are broken and ionized by incident UV radiatioth e ionized gas is accel-
erated away from the coma by the solar wind, giving rise tadheor plasma tail which
expand up to 1%kmor more. The interaction between the solar wind and the cemaite
complex but it can be summarized as the following. The soladwarries along the solar
magnetic field. As a cometary nucleus is not magnetized tdtaly transparent for the
solar wind. However the ionized coma presents a seriousidedior the magnetic field
and forces the magnetic field lines to bend over the coma immtiesunward direction
(see Fig.1.10. lonized molecules are then accelerated along the magingt lines. It
is interesting to notice that it is the observation of cometan tails which ledBiermann

17



1 General introduction to comets

(a) (b)

Figure 1.10: Representation of the distortion of the solagmetic field lines by the ion-
ized gas coma. The solar magnetic field cannot penetratieitise ionized coma, leading
to a bending of its field lines towards the anti solar dirattiddapted fromAlfven (1957

(195)) to postulate the existence of the solar wind, the basicryhebbocomet-solar wind
interaction proposed b&lfven (1957 a few years later.

1.3.3 Dust coma, tail, and trail

The situation is dferent for the dust particles and will be described with maetais
in Chapter3. The grains experienceftirent forces which are mainly negligible, except
for the solar gravity and radiation pressure. These twoefra@ary in a similar way, with
the square of the heliocentric distance, but have an ogpdséction. Therefore the dust
grains feel a force acting like a reduced gravity field (somes$ even repulsive) and their
trajectories are Keplerian orbits slowly drifting away rfiche original cometary orbit,
creating a dust tail which can extend up tdkf (see Figl.11for an example).

Some of the particles are big(i.emmsized or larger) such that they are hardiieated
by the radiation pressure and therefore follow the comet wara similar orbit, forming
atrail. They are responsible for the meteor showers which occunwie orbit of the
Earth crosses their path. It has also been observed for sometg a long and narrow
dust structure calledeckline(Kimura and Liu(1977), Fulle and SedmakL988). For an
observer close to the orbital plane of the comet, it appessagiain linear structure slightly
inclined on the projected orbit and is composed of largengrébut on average smaller
than in the trail) emitted in an ellipsoidal shell at 18Dtrue anomaly in the orbital plane
of the dust grain before the observation, and collapsingagahe orbital plane. Particles
in the neckline are younger than in the trail where one candusd grains from previous
orbits.

18



1.4 Dust coma structures

Figure 1.11: Dust tails and trail of the fragments of comédtassmann-Wachmann 3 in
2006. The trail appears as a thin line along the orbit of thgrfrents while the dust tails
are bended towards the anti-sunward direction. Noticettieaton tail is not visible in
this image due to the filters used. Source: NABA -Caltec/W. Reach (SS{Caltech)

1.3.4 Neutral gas tail

lon and dust tails are the most common tails observed in coared are often referred
to as type | and type Il tails. In the last decade it has beerrgbd what could be

a new type of tail. While observing comet Hale-Bopp X295 O1),Cremonese et al.
(1997 reported a long and narrow gas tail dominated by sodiumeiQthserverswWilson

et al. 1998 reported also the presence of a second sodium tail, métesdithan the one
observed by Cremonese et al. As the morphology of thisigk tail is consistent with
the dust oneWilson et al.(1998 proposed dust grains as the source for the sodium
through evaporation. A sodium tail as also been observednmet Hyakutake (1996

B2) (Mendillo et al. 1998 and it is now assumed that it could be a common feature of
comets Cremonese et al. 202

1.4 Dust coma structures

If tails and trails are the most obvious features of an acomet, visible even by naked
eyes, they are not the only ones. The work of this PhD thesissks on a dierent kind
of dust structures, embedded in the coma.

High resolution images of the inner coma, show structureabus kinds (Figl.12).
Theses features are believed to be the signatures of actsteedhitting regions at the
surface of a rotating nucleuSékaning1987), see figured.13& 1.14for schematics of
the structures formation). When released, the particledragged into the vacuum by the
gas flows and have their trajectorieffemted by the solar gravity and radiation pressure.
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1 General introduction to comets
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Figure 1.12: lllustration of coma structures (right panmelyealed in an image of the
coma of comet 73Bchwassmann-Wachmann 3-C (left panel) through image gsote
techniques (see chapt2for details).

Depending on their original size, velocity, or compositidast grains will have a flierent
reaction to these forces and with respect to the Sun theyfollitw different Keplerian
orbits as they move away from the nucleus. However becaubke gfewing geometry and
the projection fects when observed from Earth or a spacecraft, the dusttivages seem
to create straight or bended jets, spirals, or shells assiblbean observed in many cases
(for exampleSekanina(1987, Sekanina et al(2004), Boehnhardt and Birkl€1994),
Boehnhardt et al(1997), Vasundhara et a[2007). Figurel.13summarizes situations
that might occur.

If we consider for example an ideal case where particles anitesl continuously
along a straight line from a region at high latitude on thelews. It is easy to visualize
that the rotation of the nucleus will shape the emission asa,dts surface formed by the
emitted particles. This emission cone could be seen if wewaeclose distance from the
nucleus and could measure the three-dimensional positidre@articles. However we
are usually observing these structures from far away andnlyenseasure their projected
positions in our two-dimensional exposures. For simplenggtac considerations the
edges of the cone look brighter. This is due to the fact thaimegrate the contribution
of all particles along the line of sight, therefore we "seethi@ edges as much particles as
in the rest of the cone, but confined in a narrow line, hencénitrease in brightness.

As seen from Earth, the spin axis of the comet can have angtatien, and active
regions can be placed anywhere at the surface leading tcaa\gmeety of patterns. An
emission cone looked side-on will appear as a fan, the bemeavature depending on
the trajectory of the particles (based on their propertieg)wever if for the same cone
the line of sight is aligned with the spin axis, dust pattemisresemble spirals or shells
depending on the activity profile. A continuous activityatiag a spiral pattern, whereas
an activity modulated by the illumination will create paitte resembling concentric circle
arcs (or spiral arcs) in the sunward direction. Figurdglandl1.15shows more examples
of the diversity of structures observed for several comets.
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Figure 1.13: Schematic of the creation of a dust structuoey fa dust-emitting source at
the surface of a rotating nucleusekaning1987).

1.5 Motivation of this thesis

1.5.1 General motivation for cometary research

We have seen that dynamical studies of comets forced us xameee our concept of
solar system formation and consider planetary migratian@sssible phenomenon which
occurred at the early ages of the Solar System.

Comets do not teach us only dynamics. It is important to utaedsthat comets are
active for only a very short period of their life. During thahe, the nucleus is resurfaced
by the activity but only a few meters of the upper surfacersyerm up every perihelion
passage and the interior of the nucleus remainffecied at cold temperature. Therefore,
the inner core of a comet may still represent the composdaiathe original material at
the time of its formation. Hence comets can be seen as frotaesges of our origins.

And not only comets help us to understand the dynamical aathtal processes of
the young Solar System, they might also be related to ouctdarggin, i.e. the apparition
of life on Earth. One of the key question to answer for exalgdts is the presence of
water on Earth. So far this problem has not been solved bubbtiee main theories, in
relation with the Nice model, is that water could have be@ubht to Earth by comets or
Kuiper belt objects at the time of the Late Heavy Bombardm&hts question is highly
debated as the ratio of isotopes Deuteridgdrogen seems much higher in comets than
in the Earth’s oceans but several processes might have meg& Earth to change this
ratio, and the measurement done on comets might not be espagize of the whole
situation (seel(aufer et al. 1999.

1.5.2 About this specific work

We discussed the fact that investigating coma structukesle information on some dy-
namical parameters of the comet. The fan shape of a pattergica clues about the
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1 General introduction to comets

orientation of the spin axis, while the time delay betwesgmrta of a shell can be used to
retrieve the rotation period.

This is already quite interesting and is typical of what hesrbdone before (see all ar-
ticles cited in sectiod.4). However we wanted to bring the analysis further in ordegydb
information not only about the dust grains but also abounhti@eus surface itself. Study-
ing the surface of a comet is usually very challenging besaither the nucleus is too
far to be resolved in detail, or it is close enough but its owtivdy hides all the features
we would like to investigate especially the location of aetiegions. Diferent modeling
methods have been applied to several comets 8eganing1987), Vasundharg2002)
to simulate ground-based observations of cometary dusfitgctThese techniques are
mainly based on the assumption of point sources of dust emniss the surface of a ro-
tating spherical nucleus. However, from thé&elient cometary flybys, we know that the
cometary dust activity is more complex. Active regions carektended and the nucleus
shape is often far from a spherical one. Therefore we wamtetkvelop a new model,
taking in consideration a realistic shape for the nucleus.

Besides the scientific interest leading us to always invatdifurther to understand the
physical processes involved, there is also a more practioaiVation for this work: pro-
viding support for space missions. In the last two decade®ral spacecrafts have been
sent to comets, performing various experiments from ingthe nucleus of 1/Malley to
the crash of a probe on gRempel 1, through the collection of dust grains from 84/Rd
2. More missions are planned and the following years shoeddtse EPOXI mission
(Deep Impact retargeted) visit comet 108Brtley 2 in October 2010, NEXT (Stardust
retargeted) fly by 9Hempel 1 in February 2011, and ROSETTA drop a lander orf 67P
Churyumov-Gerasimenko in 2014, while orbiting around thelews for several months.
This missions are of great value for cometary science, henie environment of an ac-
tive comet is quite hostile for a spacecraft and the jets efayal dust represent a hazard
for any probe passing at close distance from the nucleuslepjtened already to the
mission GIOTTO which had several instruments damaged gthie flyby of 1PHalley.
Therefore any hint on the local activity, and on the propgsrof the dust grains, as it
could be obtained from a model of dust structures should kentanto consideration to
constrain the approach, especially in the case of ROSET Tighwihiill spent the longest
time ever in the vicinity of an active nucleus.

The following chapters of this thesis will describe our ajgmh of this problem,
from the observation of the coma structures, and the vamage processing techniques
needed, to the modeling of a realistic dust coma structumsd an active nucleus. Fi-
nally we will present the results obtained for various tésgend discuss how our model
will be used in the future to understand better cometaryigyti
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DUST-EMISSION CONES FOR CONSTANT ROTATION PERIOD, OBLIQUITY,
VENT LOCATION, PRODUCTION CONTINUANCE, AND DISTRIBUTION
OF EJECTION VELOCITY WITH PARTICLE ACCELERATION

SCALE (ARCMIN)

NT 0 1

FURTHER EXAMPLES OF DIVERSITY OF DUST STRUCTURES
SCALE (ARCMIN)

o 1

Figure 1.14: Simulations of coma structures showing thatgrariety of patters one can
encounterSekaning1987).
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Figure 1.15: Real observations of coma structures fideidint comets:

A) 73P/'Schwassmann-Wachmann 3-C, observed in April 2006cent et al. 2010g
B) C/2001 Q4 Neat, observed in May 200/agundhara et al. 200,7

C) /1995 O1 Hale-Bopp, observed in April 199%akundhara 2002

D) C/1995 O1 Hale-Bopp, observed in November 1988d&hnhardt et al. 1997
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2 Image processing goals and steps

At first, one might think that the dust coma of any comet loo&sry. Any image you
can find shows a spherical or ellipsoidal structure arourchticleus, with no particular
features visible apart from an elongation towards the taglation. This is because the
contribution of the dust present in the structures is sigaifily less than the overall coma
background, making any pattern embedded in the coma véirguti to observe.

We have seen in the previous chapter (FigirE?2) an example of an unprocessed
iImage and an enhanced one. This chapter will present inlsi¢te principles of the
image processing techniques we use in order to detect ardtigate dust structures in
ground-based observations. As we will see in the followisgyeral methods can be
applied and one has to be aware of the strength and flaws ofreatttod in order to
interpret correctly the results.

The work described in this thesis is based on images alrestlyced by the ground-
based observers, and no data reduction was involved fornsidar However it might
be useful for the reader to get an overview of the data adgpnsand reduction. This
will be discussed shortly in the first section, then we wilhtioue with the processing
techniques.

2.1 From acquisition to reduced images

Not all kind of images are suitable for studying the dust emwnent of a comet. As
explained in Chaptel, a cometary coma is a very complex environment wheffemint
gas and dust material interact. Nonetheless, the dustiloeindn can be easily resolved
from the gas by choosing carefully the wavelength range®etposures.

2.1.1 Acquisition

Ground based observations of dust consist mostly of broatiibp@ages taken in the visible
wavelength range with a R Johnson filter (maximum transisat A = 630nm, full
width at half-maximume= 120nm) or in the near and mid infrared where the contribution
of the light scattered by the dust is the most important. Onihe key parameters of
the observations is the ratio sigf@ler noise. As stated before, coma structures are very
faint when compared to the background, thus we must ensuo®@ gjgnal over noise
ratio (SN) for the global image in order to increase the chance toctisteuctures in the
coma. For this reason we prefer to use broadband insteadrofvizand filters. A narrow
band would allow us to choose more precisely the dust we veaobserve but it would
cost a lot in integration time to achieve a gog#lS
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2 Image processing goals and steps

In order not to smear image details due to the motion of theetpand to avoid
saturation of the central coma part, we use exposure sdrsoat integration time (a
couple of minutes). These images have then to be reducethtavesthe systematic noise
from the CCD, which can be divided in two kind of contributiores1 additive (bias and
dark current) and a multiplicative (flat field) noise.

2.1.2 Reduction steps

Bias: To ensure that each detector of the CCD is working correctlgsadurrent
is applied which has the siddfect that a count of electrons is recorded in all pixels.
These values may filer from pixel to pixel but remain constant for the observatione.
Therefore this noise can be easily measured by taking a fpasexes with the instrument
shutter closed, and averaging the results.

Dark current: The "dark current” is the thermal noise of the CCD. As the CCDs
used are generally operating at very low temperature, itbeacompletely neglected for
exposure times up to few 10 minutes.

Flat field: The sensitivity of the CCD and the optical system is not unifarmd can
introduce pixel-to-pixels variations afwt a gradient in the image. Thidfect depends
on the wavelength so flat field measurements must be acqurezh€h filter before the
science observation, usually by imaging a neutral surfélcenfnated screen inside the
dome or the empty sky at twilight).

Figure 2.1: Example of a bias image (left panel) and a flat fralaye (right panel). The
bias noise looks like a "salt and pepper" noise evenly disteith in the image. The flat
field structure has a lower frequency and appears at randacesl Note that the bias
noise is also present in the flat field image.

For each pixel (i, j) of the image this signal retrieved by @@D will be corrected by
the following formula:
Sij(4) — by
Fij(4) - bij
whereS is the signalp the bias, andr the flat field.

li,j(4) = (2.1)
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2.2 Numerical filters

Finally, the exposures are centered to the comet, combmadgrove the N ratio,
and median averaged to remove the background stars. Thimasghat the series of
images were of equal exposure times.

Figure 2.2: Picture of comet 1/Holmes acquired on 1B1/2007 in Rozhen (National
Observatory of Bulgaria), before (left) and after reducijoght).

2.2 Numerical filters

After reduction of the images, it is usually still not podsito distinguish the dust patterns,
apart from the tail, because of their low intensity with resfto the coma background.

Different techniques can be applied to enhance the inherent stomctures and will
be discussed in the following.

2.2.1 Basic introduction to numerical filtering

With respect to a Cartesian system of coordinates, a digitade can be represented with
a bi-dimensional functiorf (x,y) where the pixel (0,0) is usually in the top-left corner.
Images are stored as arrays where each cell contains threnation (for instance gray
intensity for a monochrome image, or Red-Green-Blue trigtatsolor images). A spa-
tial filter is a transformation whichfiects directly the pixels of the original image. The
operation can be applied to the whole image at once or onlizgmeighborhood of a
point (x,y), the neighborhood being a sub-array of pixetaiad the point of interest.
Filters are usually defined with the expression:

g(xy) = TF(x.Y)] (2.2)

whereg is the new image, calculated by applying an operatts the original image .
For most of the filters the operator is not directly appliedie whole image but to
a neighborhood of point (x,y). This region is usually squaregectangular in size and
centered on (X,y). The process of filtering consists of mgpwaquentially the origin of
the neighborhood from pixel to pixel and applying the oparaintil all points in the
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2 Image processing goals and steps

original image have been processed. FR&y3 shows a schematic of this process. As
the neighborhood of a point at an edge of the image contagsspiels than in an other
area, the filters have to be slightly modified when procestfiegedges but the principle
remains exactly the same.

Operators (also calledpatial masksor kerneld are often represented by a matrix
which summarize the transformation. For a filter of stzen the operator can be written:

Teat) | Tearnb | -« | Tap
- Ta-bi1) | Teart-bit) | - | Ta-bs1)
e e T(o,o) .
Tean | Teaap | o | T

witha=(m-1)/2andb=(n-1)/2.
The final image can then be calculated as the convolutionxg¥/I'ith f(x,y):
+a +b
g6 y) = Ty * Foy) = D > TG T+ y+ ) (2.3)

i=—a j=—b

For example the following matrix is a representation of & §x3 median filter.

1/11]1
éx 1111
1111
1 +1
= g(x,y):s—)Zf(x+|,y+|) (2.4)

i=-1

Each pixel in the filtered image will take the average valu¢hef3x3 neighborhood of
the same pixel in the original image.

From this simple definition, one can build a myriad of filteiSome act on a very
general scale, smoothing or averaging the image, whilerethie specifically designed
to remove a certain type of noise or detect particular festim the original images. In
the following we will discuss a selection of techniques uspdcifically for enhancing
cometary dust coma structures and how to check whetherrietates observed are real
or are artifacts created by the filtering process.

2.2.2 Dfference filters

These filters are the simplest to implement, yet they areaiagtdficient to process im-
ages. They usually consist in taking théfeience between the original image and the
same image slightly processed with a geometric modificgtiotation or scaling) or a
basic filtering (median or gaussian for example).
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Figure 2.3: Schematic of a 3x3 spatial operator filteringraage.

2.2.2.1 Larson-Sekanina’s filter

Among these filters, the Larson-Sekanina one (also called R®&MRotational-Shift-
Difference) is the most widely used for enhancing dust comatstas: Following the
description inLarson and Sekanind984) one calculates the fierence between the orig-
inal image and a new version which has been rotategbamadially shifted with respect
to a reference point. This allows the detection of smalleseatiations in all directions in
the original image.

In a system with polar coordinates, the image can be destwiib the function f(ry)
where r is the distance from the origin amdhe angle between the point and the x axis.
The origin o, Yo) of this new system of coordinates is assigned to the nuaétise
comet.

The algorithm of Larson-Sekanina can be written as:

o(r,a, Ar, Aa) = 2f(r,a) — f(r — Ar,a — Aa) — f(r — Ar,a + Aa) (2.5)

We subtract from the original image the same one shiftedibgndor rotated by+Aa.

Ar andAa are chosen by the user. Typically = a few pixels and\a <15°.
Figure2.4shows diterent combination of the parameters for the RSD filter appbed

an image of comet 996 B2 Hyakutake. We usually distinguish two special cases:

Ar = 0 : We compare the original image with rotated versions elfitd his is useful
when the dust structures are more or less radial. The angletatfon must be chosen
carefully to ensure that all structures are detected ctiyretf the angle is too small,
the structure in the original image and in the rotated onesovarlap, leading to a final
structure narrower than it should be. If the angle is toodavge might introduce artifacts
as the coma background is usually not isotropic.

Aa = 0° . We compare the original image with a radially shifted vensiThis allows
the detection of circular structures such as shells or Ispirathe coma. For similar
reasons as for the rotated image, one must chodsendich does not fiiect the results.
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Figure 2.4: diferent parameters of the Larson-Sekanina filter appliedrteet6/1996 B2
Hyakutake on April 28 1996, source: Observatory of Cavezzo
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2.2 Numerical filters

Figure 2.5: Example of the Larson-Sekanina filter appliedatoimage of comet
73P'Schwassmann-Wachmann 3, component C on 12 May 2006. Thealedl shows
the original image, the right panel is the filtered one. Pa&tens:Ar = Opx, Aa = 7°to
15°. Orientation is given in the figure, field of view 135 arcse@35 arcsec. Note that
the orientation and resolution are the same for all thefatlg images in this chapter.

One common practice is to filter the original image witlffelient parameters and
average the results. An example is shown 2ig.

This filter is very powerful to detect structures. Howeveeguires a precise definition
of its parameters. The center of rotation can lf&alilt to determine because the cometary
nucleus cannot be resolved in the coma. A possible solusiom consider the brightest
pixel as indicating the nucleus position in the image andyafige rotation around it.
Decentering is observed to introduce errors in the neididmd up to a few pixels from
the center. Then, one need to adjust the paramateasid A« until sure that no artifacts
are generated. This problem can be partially avoided byvaipthe parameters to vary
in a given range and average the final results.

2.2.2.2 Streching-Compression filter

A variant of Larson-Sekanina’s technique is the stretcluognpression filter. In this
approach, the original image is compared with a new versibiclwhas been stretched
or compressed by a few pixels in radial direction with respeche coma center. It is
somehow similar to a RSD approach with no rotation (shift palyd is very éicient for
detecting non radial structures (i.e. spirals or shell$)e fproblem with this technique is
that we change the size of the image while trying to keep tfenmation. This implies
interpolation of the pixel values from the center to the exlgieerefore the quality of the
results depends not only on the center position and the etéte size modification but
also on the interpolation algorithm used. Due to the highenlmer of free parameters,
this filter needs more tuning than the RSD for similar resdltaus we did not follow this
approach in our study and we mention it only for the reader.
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2 Image processing goals and steps

2.2.2.3 Radial normalization

This image processing technique resembles the RSD filtenbtgad of a rotatgshifted
image the comparison is done with a radialy normalized imddmes reference image is
built form the original one as follows:

360

Z f(r, 0)

_ 6=0
or.a) = number of pixels irC; (2.6)

whereC; is the cirle of radius r centered on the nucleus position.

Therefore, each pixel in the reference image has an averdgesvof all the pixels
located at the same distance from the nucleus in the origimege.

The comparison is then done by dividing the original imageHhgyreference or sub-
tracting the latter from the original one. Figw2&/ shows an example of this filter applied
to the same image as in Fig.5. One can notice that the same structures are detected but
it is more dificult to really determine their boundaries. Thus this filteodd mainly be
used as an extra tool in case we have some doubts on featteetedeby other means.
Moreover, as with the Larson-Sekanina filter, we still neagbad estimation of the nu-
cleus position to avoid artifacts when creating the averagéle. However, this filter
provides the possibility to quantify the structure contraish respect to the general coma
background.

2.2.2.4 Unsharp masking

Instead of a geometric change, we can subtract from thenatiginage a slightly pro-
cessed version of itself. The operator is usually a mediaa gaussian filter. The long
scale variations in the original image are nfieated by the averaging whereas the sharp
features are smoothed. The final result (so cathedR is defined by

Omasi X, Y) = F(X,¥) = fsmoothedX: Y) (2.7)

This technique is used traditionally not to detect but targba details in numerical im-
ages. The terrmaskrefers to a further step:

OsharpenedX. Y) = F(X, ) + KX OmasdX, ) (2.8)

where the value of k defines the amount of sharpening (homgtitte sharpened details
should appear in the final image).

Figure2.6 shows an example of this kind of filtering. The results areilainto what
we obtain with Larson-Sekanina’s technique for this patéiccase.

These filters are powerful and widely used to detect strastum cometary comae.
However we have seen that they are very sensitive to thalipérameters and a good
centering of the image. Moreover, as they perform a compaiy subtraction or divi-
sion, they depend a lot on th¢Nsratio. If the level of noise is too high, it will be very
difficult to identify structures in the filtered images.

A better filter should be independent from the user input,ranck robust with respect
to the noise.
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2.2 Numerical filters

Figure 2.6: Unsharp mask of the same image of comet SW3-C ggedeavith a gaussian
filter

Figure 2.7: Example of the radial normalization filter apdlito an image of comet
73R’ Schwassmann-Wachmann 3, component C on 12 May 2006 (se&.bifpr origi-
nal image). The left panel shows the average profile used efeeence, the right panel
displays the original image divided by the reference.
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2.2.3 Laplace Filter

The basic idea behind this filter is to calculate the secomdata/e of the image profile
f(x,y) along the two dimensions. By this mean, all the gradwaliations (linear and
second order gradients) are removed while keeping the finatims of diferent scale
depending on the width of the numerical filter.

2.2.3.1 Definition of the Laplace operator

If the original image is defined as a bi-dimensional funcfigny), its second derivative
can be calculated with the Laplace operator
The resulting image is then:

0’f  o0*f
g(X,y) = Af(X,y) = (9_

-z + 6_y2 (2.9)

f(x,y) is not analytically defined and exists only as a seofgsixel values in the image
matrix. Therefore, the derivatives are defined in terms fiécknces, with the following
requirements: Thérst derivativemust be zero in areas of constant intensity, and nonzero
at the onset and along intensity ramps; feeond derivativenust be zero in constant
areas and along intensity ramps of constant slope, and roazé¢he onset and end of
intensity ramps.

In one dimension, the derivatives at x are written:

of

o = [x+D- 1 (2.10)
82—f = f(x+1)+ f(x-1)-2f(x) (2.11)
oxe '

This can be represented with simple operators:

IS
0X
0% f

o
By expanding this definition to two-dimensions and normatizthe filter to the 8
closest neighbors, we get the following mask for the Lapfdi=s:

1 1/ 1)1
§X 1/-8|1
1/ 1)1

After applying the filter, the zero-crossings in the filteiethge represent the edges
of the fine variations in the original one. This filter workgyevell to detect structures
regardless of their intensity contrast with respect to #ekiground. However the noise in
the image might be enhanced as well depending on its scdlgegpect to the size of the
laplacian mask. This problem can be corrected by smoothiegnage with an adaptive
median filter or a gaussian kernel before applying the Lagpldier.
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e
s

Figure 2.8: Schematic of the adaptive filtering pixel setetGtsee text for details.

2.2.3.2 Adaptive Laplace filter

As stated before, the quality of the edge detection in thgewan be enhanced by a first
filtering which can smoothen the noise and help the Laplate tib detect more easily
the structures. However a simple kernel as in 2dkis not enough. Indeed, the kernel
which operates on the image processes each pixel evenlyevdnahe local context is.
Not only we remove patrtially the noise, but we also smootlenedges of the features
we want to analyze. A smarter way would be to consider onlyréthevant pixels in the
neighborhood. To define a good criterion of relevance is asy&nd several methods
exist. We detail here two of them.

Sigma-nearest neighboursin an imagd, if cis the central pixel of the filter mask,
we select an other pix@if and only

“(p) - I(pc)l <Kk onoise

whereopise IS the standard deviation of the noise estimated in nonivgmggions of the
image, ank a parameter defined by the user (usua#lor 3). This method ensures that
we average only the pixels within the same intensity levdiswever peak noise like the
"salt and pepper noise"” (pure black or white isolated pixals)not removed.

Symmetric nearest neighbours:To address this problem, the relevance of the pixels
Is estimated depending not only on their intensity but als¢heir position in the image.
Considering the same definitions, a pixak selected if and only if

11(p) = 1(pe)l < 11(ps) = 1(pc)l

wherep, ps is a pair of central-symmetric pixels. Fig@.8 summarize this process. This
technique is very useful because it avoids the averagingsaadges while smoothing
low frequency noise, and removing peak noise.

Figure 2.9 shows an example of this adaptive filtering applied to theesamage of
comet Schwassmann-Wachmann 3, component C.

2.3 Comparison between the dferent techniques

Before entering into the details of pros and cons for each,fdt@e must understand that
there is no perfect technique for enhancing dust coma st Thus it is necessary to
have a good knowledge of thefidirent methods available and select the one which suits
the most our needs, depending on the original image.
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2 Image processing goals and steps

Figure 2.9: The right panel is an example of the adaptive aaplffilter applied to an
image of comet 73Bchwassmann-Wachmann 3, component C on 12 May 2006. The
isophotes of the original image in the left panel show cleartlistortion in the direction

of the structure.

¢ Difference filters, as the RSD filter or the radial normalization, \eery dficient
if the image is not too noisy. Among them Larson-Sekanin#tsrfgives the best
results. Structures are detected very clearly with the ffidetils with respect to
other filters. However it sensitive to the center positiorthe original image and
the parameters for the rotatjhift.

¢ Derivative filters like the adaptive Laplace technique aceemobust and detect fea-
tures in the coma even with a high level of noise. However tteptve smoothing
Is also dfecting the finest details of the structures and often malkesgasurement
of their size dificult.

Figures2.10and2.11show a comparison between all these filters for twidedent
iImages, one with a low level of noise, and one with a poofBI ®ne can see thatfter-
ence filters are morefigcient in the first case, with Larson-Sekanina’s being cjeté
best, while the Laplace filter is better when the level of easshigher.

In case of doubts about some of the enhanced features, onelwaygs process the
images with at least two independent methods, and checkheh#ie same structures
are identified with the dierent techniques. It is generally useful to verify whether w
can link structures enhanced by filtering with some defoionabf the isophotes in the
original images (Fi@.9).
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2.3 Comparison between theldirent techniques

Figure 2.10: Diferent filters and processing techniques applied to an imageroet
Schwassmann-Wachmann 3, component C. The top-left imagepi®cessed, the top-
right has been filtered with Larson-Sekanina’s technigbe, dottom-left one with an
unsharp masking, and the bottom-right one with an adaptitex ©f width 15 pixels.
This image has a very goodMbratio, and the dference filters are the modfieient to
enhance the dust structures. Larson-Sekanina’s filteréstaluletect the finest details of
the structure. Field of view 135 135", orientation given in the figure.
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2 Image processing goals and steps

Figure 2.11: Diferent filters and processing techniques applied to an imageroet
Tempel 1. The top-left image is unprocessed, the top-rightideen filtered with Larson-
Sekanina’s technique, the bottom-left one with an unshagkmng, and the bottom-right
one with an adaptive filter of width 15 pixels. This image i$ a®good as the one in Fig.
2.10and the structures remain hidden in the noise after RSD fijest unsharp masking
whereas they are detected with the Laplace filter. Fieldend.255"x 135", orientation
given in the figure.
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3 Numerical model of dust coma
structures

This chapter will describe in details the numerical modeldegeloped to simulate dust
coma structures. As explained in the introduction chaptéehis thesis, several models
exist already but were too limited for our needs, especiallthe way the nucleus was
represented: a simple sphere with active regions definedussespoints on the surface.
If the main task of the model is to reproduce the observedtsires, the idea behind
IS to retrieve important parameters on the activity and theeus itself. Therefore the

simulation should not be limited to the ideal spherical dagtalso allow the nucleus

to have an irregular shape. In a similar way, active regioightrbe source points if the

sublimation takes place beneath the surface, with the ghdust escaping through a vent,
but they might as well cover extended parts of the nucleusser Thus we developed a
new approach considering all these elements, leading tara raalistic simulation.

Before explaining the model, we must take a short digressfswe have seen in
Chapterl.4, the appearance of the structures depends strongly on tmegey of the
field of view. The position of the comet in the sky is easy taakdte with basic orbital
mechanics (see Appendix for a reference), but the orientation of the spin axis isrofte
unknown and has to be estimated as accurately as possildesligfing to model the
structures. The first section of this chapter will presergchique we implemented to
extract this information from series of ground-based olet@ns of a comet.

The second section will focus on the model itself and expllaentheory behind the
numerical simulation, going through all the parametersnglwith explanations on the
different assumptions or approximations we used and some et ta illustrate the
different kind of output our code produces.

3.1 Determination of the spin axis orientation

To determine the orientation of the spin axis and the ratagieriod of a comet is not
easy. If the active comet extends its tails up to severalonsl kilometers, the nucleus
itself seldom exceeds a few kilometers. When the comet igeg¢hie coma prevents us to
see the nucleus surface, and when itis inactive, the nudéos small and too far away to
allow an identification of surface features which could halpnderstanding the rotation
parameters. One technique generally used consists ingaoting the rotation phase
profile from the light curve of the nucleus (see for exampldiana et al(2008). This

approach extracts the rotation period from the light curyeabalyzing the frequencies
present in the profile and trying to link them to changes ireg@ shape, color, or spin
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3 Numerical model of dust coma structures
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axis orientation. See Fi@.1for an example of a complex light curve.

This method works well for defining the rotation period. Heee it is more dificult
to use it to constrain accurately the orientation of the spiis. One can mainly infer
whether the axis points towards the observer or makes adagje with the line of sight,
but the value of this angle is often impossible to determine.

Dust coma structuresfier a complementary way of analyzing the rotation period.
The main advantage of this method is that we are working witivecometsj.e. very
bright objects. This means that one does not need a long attexg time to get an image
of the coma structures. Typically a few minutes of obseovatiive enough details to
work with. An other argument in favor of this approach is tiiese structures are usually
quite extended (several thousand kilometers) and theieajppce depends strongly on
the orientation of the spin axis with respect to the line ghsi

Let us consider again the description of dust structures féekanina(1987) (See
1.13. An active region at the surface of a rotating nucleus sjdcist grains along an
emission cone. We already discussed the appearance obtiesit Chaptefl..4 and we
have seen that when viewed from the side, only the borderliiehe cone are visible,
appearing as straight or slightly bended lines in the enddmexposures. Although we
do not know the exact orientation of the spin axis, it is gte¢alistic to assume that its
projected position in the plane of sky lies in between thedbms of the observed cone.
Therefore we can infer the orientation of the spin axis biofeing this guideline:

e identify structures in the images
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3.1 Determination of the spin axis orientation

e for eachimage, guess the projected position of the spireaxisneasure its position
angle.

e using a trial and error approach varying the rotation axstesyatically over the#4
sphere of the nucleus, determine the orientation of theaygas the one giving a
simulated projected position on the plane of sky the clase$te estimated one for
all the observation dates.

Figure 3.2: These two images are a good example of thiewties one might encounter
when trying to define the orientation of the spin axis, asa&xld in the text. Left panel
is comet 73F5chwassmann-Wachmann 3, component C, and the right paneinistc
9P/ Tempel 1.

This approach is veryfcient and provides reliable results as we will see in the next
chapter. However one need to be cautious in the first stegsird3.2 shows examples
of coma structures for two fierent comets. The left panel is quite easy to understand. It
displays an enhanced image of the dust coma of comgStBRassmann-Wachmann 3,
component C. The large feature labeled T in the image is thetailisThe two patterns
A and B in the opposite direction are a typical example ofdtmes forming straight
lines. It is not completely clear if the two structures arédpendent or borderlines of a
single emission cone but in this case we concluded on ther lagition by studying the
evolution of this pattern over several months (see chaptef for all the details of the
study). Therefore it was quite straightforward to assumeogepted position of the spin
axis in between the two observed structures.

The right panel of figur&.2is more dificult to understand. There are at least seven
patterns visible, with similar appearance. Hence definimgprojected position of the
spin axis requires a strong experience of that kind of imagasely being aware of the
possible projectionféects in order to interpret correctly the patterns. As thatjposof
the Sun with respect to the comet can be calculated easity tine orbital elements, one
can first use this information to identify the dust tail. Thka position of the rotation axis
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3 Numerical model of dust coma structures

can be guessed from the remaining features. In that casekpusitions can be assumed
but this ambiguity disappears when we use a sequence of sntddhe same structures
over a time period of several months.

Once estimated the position of the spin axis, we run a codehwdalculates the pro-
jected position of the axis in the plane of sky for each pdesibentation of the axis in
the 4r sphere of the nucleus, and for each observation date. Adgastes algorithm is
finally applied to estimate the best spin axis, i.e. the onesstprojected position is the
closest to our initial guesses.

This technique gives good results even in complicated casese will see in chapter
4.2 However it uses one assumption that we did not discuss sa i@ spin axis orien-
tation is supposed to be constant over the observationgelfichis might be true for a
couple of days of imaging the comet, can we still make thisiaggion when we work
with series of images covering several months? The spinaiemtation of an active
comets can beftected by several processes like asymmetric activity, astbuor frag-
mentation events leading to a precession or more dramadinges. However we believe
that unless a big eventfacts the comet (for example the giant outburst of comet Helme
in October 2008), the change in orientation of the spin aXisnet be larger than our er-
ror in measuring the position of the structures. As the filggprocess can blur or distort
the borders of the structures, it is sometimes not triviahasure their exact position,
at least without an uncertainty of at least a few degreesrefbie we usually assume an
uncertainty of 1@when estimating the projected position of the spin axis emdghhanced
images, any orientation change within this limit will be wtised in the observations.

Finally, when the spin axis orientation is defined, one cart stodeling the dust coma
structures.

3.2 The theory behind the numerical model.

"Modeling the properties of the dust particles ejected froomets is one of the most
formidable tasks in cometary physics, as we have little onfarmation about numerous
parameters describing these dust graifsille (2004).

The main dificulty one may face when trying to model cometary dust is nbt thre
lack of information on each of the necessary parametersalbatthe fact that we do not
have yet a complete understanding of how this parametessatt For instance, should
we take into account the particles shape when calculatigfact of the solar radiation
pressure ? How do you infer for what happens in the inner cohreevseveral gas flows
are likely to interact with the dust ? In the course of thispateg we will try to examine
all the parameters to consider, and see how we can combine ttigether to build a
coherent view of the dierent processes involved. We will first look at the well known
theory about the motion of the grains in the vacuum far froexabmet and continue with
less understood phenomena happening in the coma, untilacl Bedescription of what
happens close to the surface.

42



3.2 The theory behind the numerical model.

3.2.1 Equation of motion for the dust particles

It is commonly accepted that the gas produced by the subbmat surface or inner ice
escapes into the vacuum, dragging along dust grains. Ttendeswhere this acceleration
occurs depends on the size of the grains and the density gathbut is typically about a
few nucleus radii. Beyond this distance, the density of trelgacomes too low tofiect
the dust grains and they follow their own trajectories basedhe combination of the
following forces:

Solar Gravity 1
Radiation Pressure 0.5
Lorentz Force 202
Pressure in the coma D4
Poynting - Robertson fect 510>
Collisions with solar wind particles .207°
Comet Gravity 110°°
Coulomb Force a0’

The numbers in the right column of the table above indicagarttensity of each force
with respect to the solar gravity. Of course thefects depend on the grain properties and
we give here only an average value for thietient forces. We can notice nonetheless that
most of them can be neglected as their intensity is sevedarsrof magnitudes smaller
than the solar gravity. Only two forces remain and must besiciemed when calculating
the motion of the dust particles.

Solar gravity: It is the most important force andtacts the dust particles likewise
any other body orbiting in the solar system. For sphericaingrof constant bulk density
the radiation force can be written as:

pand® (GM,
I:grav: 6 ( r2

)in the direction of the Sun (3.1)
whered is the diameter of the graipg its density, and the distance Sun - comeés and
M, represents the gravitational constant and the mass of the Su

Radiation pressure: The second force in our list describes how much the trajgctor
of the dust grains isfeected by the solar radiation pressure. In a non-relativagtproxi-
mation, it is expressed as:

7Td2 Qpr
Frag = ——(
rad 4 ¢

=
Arr2

)in the anti-solar direction (3.2)

with E, the solar luminosity, and the speed of light.Q,, an dficiency factor for the
radiation pressure obtained from the Mie scattering theory

Light scattering is an important process in cometary s@drecause it is what makes
the dust coma and tail visible. The Mie theomié (1908) tries to predict the light
intensity and polarization from the scattering angle. Iswigveloped for well defined
particles shapes and it is mordiatiult to apply it to real grains which are more ffiy
and irregular. However it is used as an approximation in nebshe cases. Fig3.3
describes the interaction between a radiation and a parkeart of the incoming radiation
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3 Numerical model of dust coma structures

Is absorbed by the particle while the rest is scattered withrtain angle with respect
to the original direction. The loss of energy is represetedimensionless cdicients,
so-called éiciency factors, and the interaction can be described by:

ext = Qabs + Qsca (33)

with Qex the total extinctionQ,nsthe energy absorbed, a., the energy scattered.

In addition to the energy, the radiation can also be seen ast&lp carrying some
momentum. The interaction will exert a force, e.g. the raolapressure, on the dust
grain. The #iciency for the radiation pressure is given by thi&edence between the total
extinction and the amount of scattered light.

Qpr = Qext — Qsca COSH (3.4)

whered is the angle measuring the deviation the scattered beamifsanitial direction.

Figure 3.3: Schematic of the interaction between a lightbaad a dust particle

The values of the dlierent dficiency factors depend on several parameters a priori
unknown, such as the material or shape of the dust partiglgsecise calculation of the
two forces requires also to know the mass or density of thectes, which is also not
available. One way to simplify the problem is to notice thathbgravity and radiation
pressure are forces varying irir? wherer is the heliocentric distance.

Hence, following the ide&inson and Probstei{1968 developed for the dust tail, one
can define a new paramejgas the ratio of the two forces.

Frad 3Qpr Eo 1

P Fye ~ B1cGM, pd (5:9)

wherep and d are the density and diameter of the gr@p, the dficiency factor of the
radiation pressure, ¢ the speed of light, G the gravitatiooastantE, and M, the solar
luminosity and the mass of the Sun.

From there we can simply consider the particl&&eed by a single force and the
equation of motion for a dust grain becomes:

My.ag = Fgrav(l _ﬁ) (3-6)

wheremy anday are the mass and acceleration of the particle.

Equation3.5 shows that th@ parameter depends on the properties of the dust grains
(Qpr. p, d) which are usually unknown. Experimental measurements baen taken for
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3.2 The theory behind the numerical model.

different kind of material and examples can be foun8umns et al.(1979. Figure3.4
summarize some of this values. One can notice that for gkagger than 0.1 microme-

ters,B can be approximated with

k
B = g (3.7)

wherek is a constant depending on the material. For relevant natBurns et al(1979
showed thak = 4.107 is a good approximation if the composition of the grains is un
known (see Fig3.4for a plot of 3 as a function of the grain size).
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Given equatior8.6 and the orbital elements of the comet, it is relatively easgat-
culate the position of the dust grains with respect to thdauscand its projection in the
observer’s plane of sky (see Appendixfor the equations). However the integration of
the equation of motion requires initial parameters on th&t duains such as their size,
velocity, B, initial direction...

As we will discuss below, some of these parameters are nessadly known a priori
or well enough. They must be approximated through educaiedsgs first, and can be
refined later depending on the results of the simulations.

3.2.2 Dust parameters

When developing a numerical model, one has to be careful hetmtimber of parameters
used in the simulation. The quality of the result does noagnncrease with the number
of parameters, and more variables means also more proggssirer required to obtain a
good simulation. Therefore, we must first decide which patans play an important role
in the model, and which ones can be neglected or approxinata realistic way. It is
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3 Numerical model of dust coma structures

also interesting to look at how the interdependencies letilee parameters can improve
the dficiency of the code. For example, we have already encountieegtiparameter in
the previous section and discussed its relation to the giaemand material. Even if the
composition of the grains is unknown, we can still approxayavery well as a function

of the diameter of the grains. Hence knowing the size distidin of the dust is enough to
constrain their sensitivity to the radiation pressure. Aswill see later on, we can derive
also easily the initial velocity frorng and the size. Therefore the diameter of the particles
will be our main parameter for the simulation.

3.2.2.1 Size distribution

What is the typical size of particles one can find in the comacstres ? The answer is
not trivial as it depends on the formation and evolution eflicleus surface, but simple
orbital consideration and existing observations can helpnstrain this parameter. The
trajectory of the dust grains after they release dependslynan their sensitivity to the
radiation pressure, hence their size. Small particlesr@meter size) are more likely to
have a high value @ and therefore be pushed away from the comet orbit, wherggebi
grains (millimeter size or larger) experience a negligiptessure and follow the same
trajectory as the nucleus itself. The grains observed inecstnuctures can take any value
within this range. Some jets are observed to be stron@@cted by the radiation pressure
while other grain trajectories are undisturbed even thdbglgrains are emitted in solar
direction, leading to straight radial structures. In Japu2004, the mission Stardust
encountered comet 8ARild 2 and collected dust grains from the comfaizzolino et al.
(2009 reported measurements of the grains sizes in the coma. diissrved particles
with a diameter ranging betweenu8n and 2000um; the number of particles being an
inverse power law of the grain size, adding up to the list ofilsir results obtained for
other comets on boardftierent spacecrafts (VeGa 1 and 2 and Giotto at comgddlrRy

in 1986 Giotto at comet 26Brigg-Skjellerup in 1992).

As we write, nobody is able to calculate the exact size tistion of dust grains
in a coma. This issue may be solved after the mission ROSETIillAput a lander at
the surface of comet 67€huryumov-Gerasimenko, allowing us to investigate in-giti
sublimation and constrain better the size, mass, and typanitles released from the
surface. Meanwhile we should rely on empirical laws, whicightnot reflect totally
the reality but are nonetheless very good approximatiorssaid before it is generally
observed that the size distribution follows an inverse pdese defined as:

d™ if dyin < d < dnax

0 elsewhere. (3-8)

number of particles of size = {

a can be measured from astronomical images (see for exdrfike(1999, Markovich
and Markovich(2001), or Min et al. (2005) and its values usually ranges between 2.5
and 3.0 for grains with a size varying from micrometer to mméter.

When running our simulation code, the user can choose a vatubd powelr, and
indicates a range of size within which the distribution Wil defined.
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3.2 The theory behind the numerical model.

3.2.2.2 Initial velocity

After constraining the size and sensitivity to the radiafpyessure, we can now discuss
the initial velocity of the dust grains. Our model does natdate the initial acceleration
phase of the dust particles, when they are lifted from thé&sarand accelerated by the
gas. This process is still not fully understood as we dondvkmvhether the particles are
ejected directly from the surface or from the inner nucléusugh a vent, and how the
different gas flows in the comdfact this process. Some models exists but they were not
directly fitting our needs. For examplifo et al.(2005 developed a multifluid modeling
of the circumnuclear dust coma which seems promising, lautrtadel is restricted to a
nonrotating spherical nucleus. Nevertheless, an empfooaula has been derived from
observations and suits very well our purposelle (1987 obtained an equation for the
terminal velocity of the dust (i.e. speed acquired during #dcceleration phase) as a
function of both the grains size and tB@arameter which can be written as:

v=yBY®  (ms? (3.9)
wherev, is constant for a given heliocentric distance.

This formula assumes an isotropic distribution of dust eiies in the inner coma,
which might be unrealistic due to the complexity of this eamment. A better model
needs to consider a multi fluid approach for the gas, comhinbda Monte Carlo model-
ing of the dust as ilCrifo et al.(2005. However, the simplistic approach has been proven
to be stficient in first order approximation to simulate the dust dtites in ground-based
observations (e.gvasundhara et a{2007).

So far we have defined almost all the necessary parametezaléalating the motion
of the dust grains. Equatior3s8, 3.7, and3.9define the size distribution, tiparameter,
and the initial velocity. Figur&.5shows an example of this values calculated for a set
of 500 particles with a distribution size defined witthn§in = 1um, dmax = 10Qum,

a = —-2.75).

3.2.2.3 Ejection geometry

The last parameters needed to fully constrain the motiomefdust grains are the ge-
ometrical conditions at the surface. The emission geomistiery important for the
simulation of the observed structures but whether we haedlimated jet or an emission
cone depends on many parameters like the dynamics of thétgasup the dust, the size
of the active region, the roughness of the terrain,... whrehmainly unknown. However
during spacecraft flybys of several comets, it has been wbddhat most of the dust is
emitted in collimated jets (see for example/BBrelly (Thomas et al. 20Qlor 82FWild

2 (Sekanina et al. 200% Concerning the initial direction of motion, the first ided&en
implementing this model was to allow the emission angle ke &ny value pointing out-
side of the local surface. However we realized that an eonssithogonal to the surface
was enough to constrain very well the location of the actgrans. While this definition
might not be true for all comets, it is good enough for the $aton of our ground-based
images. We will develop this idea more in details in the ceep2 where we will present
an application of this model to a real comet and discuss thdityeof our hypothesis. For
now, we will consider that the initial geometry of emissi@ande fully derived from the
shape model of the nucleus.
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Figure 3.5: Size, initial velocity, anglvalue of 500 particles defined by the size distribu-

tion parameter = —2.75in EQ.3.8

3.2.3 Nucleus parameters

3.2.3.1 Paosition, spin orientation, and rotation period

We intend to reproduce ground-based observations of thecdo® structures. As stated
before, the appearance of these patterns projected inahe pf sky depends strongly on
the geometry of the field of view and the relative positionshef Sun, the Earth, and the
target comet. The orbital configuration of the system iseqadsy to calculate and does
not require complex models. As for many bodies following plegan orbit, the trajec-
tory can be fully constrained from a limited set of orbitamlents. They are usually avail-
able for all celestial bodies in the JHORIZON website §ttp://ssd. jpl.nasa.gov/
horizons.cgi), or can be estimated fromftirent observations if we investigate a newly
discovered object. We will not discuss here the details efaitbital calculations, but one

can find a summary of thefierent steps in AppendipA()

We already discussed the determination of the spin axisi@atien and the rotation
period. If these parameters are not available for our targetestimate them with the

technique described above.

3.2.3.2 Shape

So far, only six comets have been visited by spacecraft, witlging of the nucleus for
four of them: 1PHalley (1986), 19fBorelly (2001), 81AWild 2 (2004), and 9Fempel
1 (2005). These images are of incomparable value for uratetsty cometary nuclei
and brought us many information, along with new questionsstile have to answer.
Regarding the shape of the nuclei, we learnt that they aredar $§pherical (see Fig.6).
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3.2 The theory behind the numerical model.

Indeed the four nuclei observed presented irregular shempéesomplex topography with
features like craters, hills, rough surface or smooth megioA direct consequence of
considering a complex shape instead of a sphere is the aatmubf the illumination at
the surface. Depending on the topography, a region of thieusiavill receive a dferent
amount of light per day than in the spherical case. In certaimditions some regions
which would experience a day and night time if the nucleusld/ba spherical can remain
completely unilluminated for the whole period, simply besa of the shadows created
by the shape of the nucleus itself (see Bigfor an example). In their study of comet
9P/ Tempel 1,Groussin et al(2007) derived a thermal model of the sunlit hemisphere of
the nucleus showing huge variations of the surface temyeréfrom 272+ 7 to 336+
7K) matching the surface topography and incidence angle. ddnéirms our view the
real illumination calculated from the shape model must besimtered in order to build a
realistic simulation.

Figure 3.6: Close views of the four cometary nuclei visitedspgcecrafts: (a) YRalley,
mission Giotto, March 86; (b) 19Borelly, mission Deep Space 1, September 2001; (c)
81PWild 2, mission Stardust, January 2004; (dyBEmpel 1, mission Deep Impact, July
2005. The dierent nuclei display a great variety of shapes, far from aalidphere.
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3 Numerical model of dust coma structures

Figure 3.7: lllustration of theféect of the shape on the illumination. These two images
represent a cometary nucleus with a spherical shape onfthateel, and with a realistic
three-dimensional model on the right (indeed the shape haddsmet 9PTempel 1).
The red line indicates the positive pole of rotation, thdopeline points towards the Sun,
and the blue patch represents an active region. This ardansriated in the spherical
case whereas at the same time it is in the shadows if we carib&lesal topography.

Our model can use any kind of 3-dimensional shape, from arsfitb@ complex body
with irregular features. There exist manytdrent numerical format to describe such an
object. For performance reasons, we defined our own to dtershiape model, along
with a code to convert from a standard file to our format. It barseen as a binary ver-
sion of the OBJ format (ASCII specification definedatp: //local .wasp.uwa.edu.au/
~pbourke/dataformats/obj/) with some simplification as we do not consider any color
or texture mapping in our model.

In a nutshell, the surface is represented as a polygonal mieste each facet is iden-
tified by a set of coordinates defining the vertices and theéovewrmal to the facet.
Polygons can be triangles or squares depending on the alrigie format. From this
definition, with the position of the Sun and comet known, we easily calculate the il-
lumination of each facet with a basic raycasting algoritiithe facet can "see" the Sun,
l.e. there is no topographic obstacle between the sun ancktiter of the facet, the illu-
mination is defined as the sine of the elevation angle of thev8th respect to the local
horizon. This approach provides a realistic estimatiorhefamount of light received by
each surface element even for a very complex shape. On tlsibppase, if the nucleus
Is a pure sphere, the illumination profile calculated witis technique is equivalent to a
cosine function.

3.2.3.3 Definition of active regions

Usually, active regions are identified by their local conedes (latitude & longitude) on
the surface. Our model includes the possibility to conssieh areas as point source or
extended surfaces. The source point option is useful astafaler approximation but
may be unrealistic as we know that active regions can be é&tenA large area can
still be approximated by a source point with a large emissiome but this approach is
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3.2 The theory behind the numerical model.

Figure 3.8: 3D shape model of the nucleus of comegTémpell, adapted frohomas
et al. (2007 showing the illumination with respect to the geographitfees on the sur-
face. The red line represents the spin axis and points t@athel positive pole. The
yellow line points towards the Sun. The blue pattern is aectibn of facets which have
been defined as active in the model. Therefore this regidrewiit dust grains and create
a coma structure when we will run the simulation.

inaccurate in case of strong geometric variations of thiasar

Here, we use a flierent model description. Given the boundaries of the acéig®n
(in latitude and longitude) we define whether a facet is aativnot. If a facet is labeled
as active, it is then filled with point sources according teeagity defined by the user of
the software. In other words, the active facet is subdivideifiner grid with dimensions
fixed by the user (for instance’)s The total activity of the region is then distributed
among these elementary sources, with the real emissiomsityenodulated by the illu-
mination. By default the maximum of emission occur at thellso&ar noon but this value
can be changed to account for the thermal lag.

3.2.3.4 Simulation

Given all the parameters defined above, our model calcuthte®rbital geometry of
the system comet-Sun-Earth. It emits particles from thvecegions and project their
positions into a simulated plane of sky. Particle positiaresthen converted to intensity
through a simple photometric model which considers thehasity as proportional to the
illuminated surface of the grains, seen as perfect sph&hesapproach is dficient as we
are mainly interested in the dynamic of the grains, but a rmoneplex one, including Mie
theory, needs to be used if we want to simulate the real phettyrof the jets. We will
discuss in the conclusion chapter of this thesis $Chow this model can be improved in
the next major version of the code.

The simulated image is finally produced according to the mlasien parameters (size,
field of view, resolution) of the ground-based image used efeaence and convolved
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3 Numerical model of dust coma structures

with a gaussiandg = 0.5”) to simulate the point spread function of the imaging cgti
used for the observations. FigulB®presents some output example of our test simulations
which can be compared to the ones fr@ekaning1987) (see Figl.13.

Figure 3.9: Four example of simulations of dust coma stmestushowing the variety
of patterns one can obtain forftérent configurations. In all the figures, the yellow line
indicates the projected direction of the Sun in the planekgf and the red line is the
projected position of the spin axis.

3.3 Conclusion and remarks on the numerical model

e This chapter described only the theory of our numerical modlae software it-
self was implemented in MATLAB, for this programming langeagrovides a
good framework when dealing with vectorial data such astalripiositions or 3-
dimensional models, without losing too much processinggyoas it is unfortu-
nately often the case with high-level languages such as M br IDL. We do
plan however to implement some of the routines in a low-léxeguage (likely C
or C++) to increase the performances of our code.

The simulation can be run from a command line but we also imptged a full
graphical interface allowing the user to understand batierthe simulation works,
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and providing a friendlier experience during the trial amibeapproach. All the
details of this GUI and a user manual, are available in AppeBd

e Although we would like to, our model does not perform a diiegersion from the
iImages to the parameters describing the dust and the aetivens. However we
achieve this goal by a series of trial and error simulatiohthe dust jets, given
as first input educated guess obtained from or knowledgeegbiihcesses involved
along with a good understanding of the ground-based ohsemgaand the image
processing techniques applied.
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4  Application to ground-based
observations

In the previous chapters, we have discussed the existenteaatare of cometary dust
coma structures, the methods used to reveal them in the egssind a numerical model
to simulate them. We will now see how these techniques ardiwd together and ap-
plied to real objects. We will first present a morphologicatly of the dust coma of comet
73P'Schwassmann-Wachmann along with a determination of iteaps orientation. In
a second part we will show the modeling of dust structuresiesl in the coma of comet
9P/ Tempel 1, and see how well our results compare with in-sitasaeements taken by
the Deep Impact mission.

4.1 Coma structures in comet 735chwassmann- Wach-
mann 3, components B and C, between January and
May 2006

chapter published a¥incent et al(20109

4.1.1 Introduction

Discovered in 1930, the Jupiter Family comet /Sthwassmann-Wachmann 3 (73P) has
been widely observed after it broke up in at least five comptmduring its perihelion
passage in autumn 199B@hnhardt et al(1995). During the 2001 perihelion passage,
these components appeared as individual comets and noypartevents were found
(Bohnhardt et al(2002, Béhnhard{2004). In 2006, the 5.34 years periodic comet came
very close to Earth (minimum geocentric distance of 0.07908U2 May for component
C, and 0.067 AU on 14 May for component B), just before the p&dheyassage in
early June 2006. This orbital configuration was a good oppdst to investigate the
morphology of the coma of the two main components 73P-B & Z3Ronstrain the
rotation axis, and detect new fragmentation events.

We used a sequence of 21 optical broadband images acquitedh&i CAFOS in-
strument at the 2.2-m telescope at Calar Alto ObservatoryGaBPG) as described in
Bertini et al.(2009. These images depict the evolution of the coma between 21 Ja
uary and 25 May 2006 for component C, and between 8 Februarg4aiiy 2006 for
component B. In order to determine whether there were somphotmgical structures in
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4 Application to ground-based observations

Comet 73P/Schwassmann-Wachmann 3 Spitzer Space Telescope * MIPS
NASA / JPL-Caltech / W. Reach (SSC/Caltech) ssc2006-13a

Figure 4.1: Infrared image of some fragments of comet 73Bgan by NASAs Spitzer
Space Telescope, 6 May 2006. Notice that due to the wavélesigisen for the ob-
servations, only the dust features (comae, tails, trars)vasible. Credit: NASAIPL-
CaltechiW. Reach (SS(Caltech)

the comae of the 73Bchwassmann-Wachmann 3 components, we enhanced caliBrate
filter images using two dlierent methods:

1. Adaptive Laplace filtering as describedBoehnhardt and Birkl€1994 and refer-
ences therein (see @&for the details of the technique);

2. Radial normalization for verification of the features fduhrough the Laplace fil-
tering. An independent verification of possible coma strreg was also done by
checking for anisotropies in the isophotes of the calilorateages.

4.1.2 Coma structures of component C
4.1.2.1 Global description

From 21 January to 4 March 2006, component C was active butatishow any specific
structure in the coma morphology, except for the dust ta th always present roughly
in antisolar direction. On 4 March (1.57 AU from the Sun), tteana appeared to be
elongated in the sunward direction at position angle&& (measured counterclockwise
from the North). This structure evolved during the month and April it turned out to be
a fan-like coma pattern (see figuted). Two jet-like features (A and B in figuré.3) with

a typical extension 0£7000 km (projected distance from the nucleus) could be ifiedt
at PA=16-53. In April, the pattern A was continuously present in all oomaiges in PA
range 7 to 25. Contrary to structure A, pattern B showed a variable appearaOn 13
April it appeared to be disconnected from the maximum intgmeak in our image (i.e.
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4.1 Coma structures in comet 7&hwassmann- Wachmann 3, components B and C,
between January and May 2006

the location of the nucleus) and was not seen in the coma orpfig But appeared again
with a strong intensity on 26 April. On 8, 9, 10 May, both stures A & B were visible at
the same time, with similar characteristics (extensiomgration, curvature). On 10 and
11 May, they faded away; however we could still notice a smi@hgation of the coma
in the direction of the former structures. Pattern A appegaggin on 12 May with a very
strong intensity, while pattern B showed up only the dayrafi&e two jets remained in
the coma until 14 May when they faded away again. On 16 May widceee only a
small elongation of the coma in the direction of structuretAA=45. Jet A appeared
again on 18 May, extending ta2700 km on 24 May, but it is not present anymore in our
last image (25 May). Tablé.1 gives more detailed information about the jets.

In summary, although variable in intensity, feature A isgem from the beginning of
April 2006 to the end of our observations on late May 2006. 3éwond pattern B cannot
be seen on all the exposures; it seems to appear and disagpearperiod of about 2-3
days.

4.1.2.2 Interpretation

As the contribution of light from gas and ion emissions is Bmdhe R band, we attribute
the observed structures (tail T, patterns A & B ) to dust rédlésunlight. Following
the approach oBekanina(1987, we consider patterns A & B as part of a coma fan
structure produced by active dust-emitting sources ondtating nucleus. Considering
a single-source on a rotating spherical nucleus, we carpirgiethe observed pattern as
an emission cone viewed side on, with the borderlines fogntie straight features A
and B in the enhanced images. Therefore, the projectedgositthe rotation axis falls
in between the angle formed by the two patterns and the apeatugle of the fan is
directly related to the distance between the source anddleeqgb the rotating nucleus.
Table 4.1 gives the evolution of the mean position angle of the fan &by the two
structure. The rotation axis and the temporal evolutiont®projected position on the
sky plane as obtained in a simulation of the comet orbit mastdmpatible with these
measurements. Using a trial and error approach, varyingotidon axis systematically
over the 4 sphere of the nucleus, we could constrain the orientatidghetpin axis. A
refined simulation gave the best match between predictedha@agured position angle of
the projected cone axis for a rotation axis orientation \aithinclination of 20-25to the
orbital plane and a longitude of 40-4&t perihelion. Inclination is defined as the angle
between the spin axis and the orbital plane (i.e¢ 90bliquity), and zero longitude is
along the extended sun-comet vector at perihelion. The fligsit this solution to the
measurements (error minimized with a least square metlsopljesented in figurd.4.
This solution assumes a fixed rotation axis and does not@engrecession.

4.1.3 Coma structures of component B
The overall evolution of the coma structure for componens Buite diterent from the

component C one and shows more variability in time and aog@it There are also clear
indications of nucleus fragmentations.
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4 Application to ground-based observations

Figure 4.2: Hubble Space Telescope Advanced Camera for yaumege of Comet
73R’ Schwassmann-Wachmann 3 fragment B on 2006 April 18, 19 argh@@ing the
motion of small fragments drifting away from the nucleusngdhe tail direction. Credit:
NASA, ESA, H. Weaver (APLIJHU), M. Mutchler and Z. Levay (STScl)

4.1.3.1 Global description

From 8 February to 5 April 2006, the images of component Bldisd only an elliptical
but featureless coma together with the dust tail. From 16t8fdril, the coma appeared
more and more elongated along the nucleus-tail direction.2® April, the isophotes
were strongly distorted and the Laplace filtered images sdatlve presence of several
fragments on the tailward side of component B. They remaineddveral days in the
coma and their number increased to at least 6 on 2 May. Thagménts were not found
anymore in the exposure on 8 May. On 2 May, we also observagatésence of a sunward
structure (identified by an A in figuré.5 which remained visible until 13 May. On 8
May, we noticed the appearance of arclet structures (iieshths W1 & W2 in figuret.5,
second row), with orientation roughly perpendicular to taiédirection. The projected
extension of these features varied fref800 km to~5000 km over a single day (from 8
May morning to 9 May morning). In the next observing night (&, the two arclets
W1 & W2 appeared to be disconnected from the inner part of thedonrcleus location).
They were not present anymore on 10 May. On 13, 14, and 16 Maygbserved again
some small fragments in the tail region of component B. We atd@ed a very strong
increase of activity in the sunward direction. Structurexfeads up to 1950 km on 14
May. On 18 May, a second structure (B in figur®, third row) is found in the sunward
coma hemisphere at an angle of >4fith respect to pattern A. This feature disappeared
(or merged with the other one) in our last image on 24 May. Hiteld showed also the
presence of two fragments, along with the appearance of ndeta(W3 & W4) similar
to those observed on 9 May. Tabk, 4.3 & 4.4give more detailed information about
the structures in the coma of 73P-B.

4.1.3.2 |Interpretation

In our images of component B we found evidences for seveaghfientation events. On
26 April we note a strong deformation of the isophotes aloridy Whe presence of a
small fragment in the tail direction. As the previous imagekén on 16 April) did not

show anything but the dust tail, we believe that a fragmentagvent occured in be-
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4.1 Coma structures in comet 7&hwassmann- Wachmann 3, components B and C,
between January and May 2006

tween these two dates, leading to the creation of the snedkpiobserved on 26 April
and 2 May (see figurd.5, first row). This interpretation fits with amateur observa-
tions reporting a significant outburst on the component Bnduthe early hours of 24
April, which caused a significant increase in the overalghimess until 27 April (see
http://kometen. fg-vds.de/koj_2006/73p/73peaus.htm). On 2 May, the bright-
est of the at least six fragments was only about 300 km (ptegedistance) from the
nucleus and it was almost as bright as the main coma peak qfaoent B. The position
of these fragments is given in tabled. Evidence of a second fragmentation event comes
from the presence of arclets in the images from 8 to 10 May rgigLb, second row). As
described iB6hnhardt(2004), these arclets are signature of nucleus fragmentatiah, an
should mainly consist of gas. Their occurrence lasted abdatys and was also recorded
by observers at the National Astronomical Observatory (NROzhen, BulgariaBonev
et al.(2008). Unfortunately, we do not have images close enough in tonike fragmen-
tation event that could illustrate the growth of the arclét®wever, as the formation of
these wings is mostly driven by gas expansion, with typiedbeities of a few hundred
meters per second we can assume that the fragmentationséveid have occured on 8
May, a few hours before our observation. We note that on oxtrimeges (10, 13, 14, 16
May) we did not observe evidence of fragments that might seaated with the event
described above: either the pieces were quickly destrayethey were too small to be
detected.

We also noticed in these images an increase in intensityecfuhward fan, along with
a strong distortion of the coma isophotes. On one side it eatiule to a more favorable
illumination of the active region, but as it happened imnaggly after the fragmentation
event, both phenomena might very well be related. For istéime fragmentation event
could have lead to the exposure of fresh material at the said&the nucleus, thus creat-
ing a new active area with increased emission of gas and @hist.scenario is supported
by the presence of a second structure on 18 May, seeminglyngdrom the same region
(identified as B in figurel.5, third row). This pattern could be the signature of a second
active source at the surface of the nucleus. In our last expasf 24 May, only a single
structure is visible which might be either feature A or theuleof a merging of feature
A + feature B in case of two fferent active regions. As described before, this exposure
showed also two arclets that might be signatures of yet dieetagmentation event.

As for 73P-C, we tried to constrain the attitude of the rotataxis for component
B, using the measured position angles of the sunward comaTia@.results are not as
accurate as for component C because this fan is presentohlyimages, covering a time
span of 22 days, which implies less geometrical evolutiotihefprojected axis (whereas
we could follow the evolution during 3 months for 73P-C). Nthieless we obtain a best
match for the rotation axis with an inclination 5<1to the orbital plane and a longitude
20-30 at perihelion.

4.1.4 Conclusions

From the analysis of the coma structures in comet 73P befer@gdion in 2006, we
found that the two main components (C and B) behaffeintly during most of the time
span of our observations:

e As of early April 2006 73P-C shows two jets emanating fromrtheleus. Although

59


http://kometen.fg-vds.de/koj_2006/73p/73peaus.htm

4 Application to ground-based observations

60

variable in intensity, the first one is always present while second is appearing
and disappearing with a period of two to three days. Througimtiel Carlo dust
coma modeling we inferred that the best possible rotatie@SW3-C has a low
inclination of 20-28 to the orbital plane and a longitude of 4024& perihelion
(zero in longitude is the Sun-comet extended vector).

73P-B displayed a higher variability in terms of activitiiosving also several frag-
mentation events. Its coma is characterized by the conismyoesence of a jet
roughly in sunward direction, starting from the beginnirfigay, and by several
arclets structures connected to fragmentation eventsaiulleus. From the mor-
phological analysis of the coma structures we detect thmagfentation events.
The first one happened between April 16 and April 26, leadinthé presence of
several fragments on May 2. The second can be happened on,Ntey t8ird one
before May 24. From the Monte Carlo modeling of the dust weriaftation axis
of 73P-B with again a low inclination of 5-150 the orbital plane and a longitude
of 20-30 at perihelion.



4.1 Coma structures in comet 78hwassmann- Wachmann 3, components B and C,
between January and May 2006

Figure 4.3: Images of comet 78thwassmann-Wachmann 3 component C, enhanced by
Laplace filtering, showing the two coma structures (A and B) @@ dust tail (T). The
observing dates are listed at the top of the four panels. Bie dif view is 135%135".

The color scale represents the location of a morphologinatisire and not the brightness
intensity as this information is lost during the Laplaceefiihg.
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Table 4.1: Geometry of the Sun and coma structures in 73Pages

Position angle Extension
Date Sun  struct. A struct. B struct. A struct. B
2006-Jan-21.14 107.7 ND ND - -
2006-Feb-07.25 101.6 ND ND - -
2006-Mar-04.07 86.1 60 ND 8700 -
2006-Mar-31.06 55.3 40 ND 4950 -
2006-Apr-05.99 47.7 16 53 6150 5600
2006-Apr-11.12 41.9 22 68 5050 4500
2006-Apr-13.18 39.9 24 66 6950 5350
2006-Apr-16.01  37.5 7 ND 3600 -
2006-Apr-26.06  35.0 25 69 2650 2600
2006-May-02.06 41.2 26 ND 2750 -
2006-May-08.18 57.7 16 65 1350 1350
2006-May-09.17 61.1 35 95 1850 1800
2006-May-10.15 64.3 64 71 500 500
2006-May-11.07 67.2 63 87 1000 1000
2006-May-12.15 70.0 48 ND 1450 -
2006-May-13.17 72.0 33 85 1400 1700
2006-May-14.15 73.3 31 87 1100 950
2006-May-16.15 74.2 45 ND 850 -
2006-May-18.15 73.3 47 ND 1350 -
2006-May-24.17 66.8 65 65 2800 2800
2006-May-25.15 65.8 43 ND 2100 2100

This table gives the near nucleus position angle of the twukires A and B described in
the text, together with the position angle of the Sun. Anglesmeasured counterclock-
wise from the North in the sky plane of the observer (Nefth East90°) and refer to
the estimated central lines of the features observed. Aertaioty of about 5 should
be considered. The extension of the features projecteckiski is given in kilometers.
Abbreviation: ND= Not Detected.
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Figure 4.4: Best fit of the position angle of the projected trotaaxis position of 73P-
C for our observation dates. The dashed line gives the mesitiggnangles of the two
structures A & B described in the text. The solid line is thejgcted position angle of
the best fit rotation axis.

Table 4.2: Geometry of the Sun and coma fans in 73P-B imaggsther with the exten-
sion of the structures.

Position angle Extension
Date Sun struct. A struct. B struct. A struct. B
2006-May-02.09 29.0 44 - 2000 -
2006-May-08.19 44.4 95 - 2200 -
2006-May-09.18 48.7 65 - 2600 -
2006-May-09.94 52.2 45 - 2500 -
2006-May-10.96 57.2 41 - 1700 -
2006-May-13.01 66.8 48 - 1600 -
2006-May-14.04 70.7 91 - 1950 -
2006-May-16.12 75.4 61 - 2000 -
2006-May-18.14 75.9 92 45 2550 1600
2006-May-24.15 68.2 46 - 1250 -

For an explanation of the table columns, see Tdhle
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Table 4.3: Geometry of the arclets in 73P-B.

Date Id. Orientation Curvature Extension

2006-May-08.19 WI1-pN1-W 125315 SS 5001000
W2-Ew2-W 160270 cagcC 800800
2006-May-09.19 WI1-pN1-W 125300 cagcC 26004900
W2-E'W2-W 135265 cagcC 23002600
2006-May-09.94 W1-pN1-W 161296 C@cC 33003600
W2-EW2-W 192273 cagcC 15501950
2006-May-24.15 W3-BN3-W 180335 cagcC 14001800
W4-E/W4-W 39- CC- 245Q-

This table gives the near nucleus position angle of comat@rdescribed in the text.
The angles are measured counterclockwise from the Northeirsky plane of observer
(North=0°, East90°) An uncertainty of about%should be considered. The extension of
the features projected in the sky is given in kilometers. @ues diter slightly from the
ones measured by Bonev et Bbnev et al(2008 which might be due to a better signal to
noise ratio in their data set or activity rapidly evolvingtiwtime. Arclets identifications
are the same as in figu#e5. The label -E or -W indicates eastern or western wing of the
arclet. Abbreviations: SStraight, G=Clockwise, CGCounterclockwise.

Table 4.4: Position of the small pieces observed in the tection of component B on
26 April and 2 May 2006.

Date Xy dist.

2006-April-26.08 -16.223.1 3366
2006-May-02.09 -14/920.9 2271
-22.4-22.7 2792
-24.7-32.2 3549
-32.9-30.1 3880
-32.9-59.8 6057

X/Y coordinates (in arcsec) of the small fragments appearirtpe tail direction on 26
April and 02 May 2006, as described in the text. Positive ¥@oints toward the North
and positive Y-axis towards the East. The distance (in knthasprojected distance be-
tween each fragment and the central peak of brightness icotina@ of 73P-B. Ucertainty
on the position is about 0.15" (corresponds to 18 km on 261&md 13 km on 2 May).
It remains unclear if the secondary fragment seen on 26 Apidlentical to one of the 6
fragments seen on 2 May 2006.
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126 April 06 ) ] 02 May 06

Figure 4.5: Images of comet 7&8thwassmann-Wachmann 3 component B, enhanced
by Laplace filtering, showing various morphological stiues. First row displays small
fragments in the tail region of the coma. Second row showstanctures (W1 and W2),

a sunward fan (A), and the dust tail (T). Last row shows highaiality of the coma
structures in the second half of May 2006. Orientation artdsigiven in the figure, field

of view 135'%135".
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02/05/2006

Figure 4.6: Complete series of Laplace filtered images foreton3P, component C,
displaying the morphological evolution of the dust comarfrd1/01/2006 to 2%05/06.

66



4.1 Coma structures in comet 78hwassmann- Wachmann 3, components B and C,
between January and May 2006

Figure 4.7: Continued from Fig.6.
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Figure 4.8: Complete series of Laplace filtered images foretor3P, component B,
displaying the morphological evolution of the dust comarfrd503/2006 to 2405/2006.
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Figure 4.9: Continued from Fig.8.
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4.2 Testing the numerical model with comet 9PTempel 1

chapter published a¥incent et al(2010H

4.2.1 Introduction

A natural step after the morphological analysis of the dasta& of 73P-B & 73P-C would
have been to attempt a modeling of the structures with the eehad already started to
develop. However we decided to focus offioets on an other comet. The reason is quite
simple: even though 73P is a very interesting comet becdutestrong activity and the
great variety of phenomena going on in the dust coma, nobadyelier tried to model
these structures before. Therefore, as our model is alag asiew approach, we wanted
to test it first on a comet for which we could rely on existindfications to validate our
technique.

4.2.2 Application to comet 9FTempel 1, pre-impact period
4.2.2.1 Motivation

The motivation behind this work was first to test the modetdbsd in chapteB and see

if our simulation could reproduce and predict ground-badesgrvations of cometary dust
comae, and then to compare these results with other tedwmigspecially information
retrieved from in-situ spacecraft measurements. A godataset for the model required
an extended sequence of ground-based observation of dust stouctures, and a shape
model of the nucleus as input of the analysis. We also needeoinbpare the parameters
we retrieved for the dust and the active regions with inddpah published results for
the same comet. Six comets had been visited by a space prtte past, four of them
had imaging data returned to Earth. Among them the best etiofcour simulation was
9P Tempel 1 because of the large amount of data available, lbotind- and space-based.

This comet had already been heavily studied, mainly becawsss the target of the
mission Deep Impact. This mission designed by NASA was senbinet 9PTempel 1
in January 2005 with the purpose of crashing a small probleeasuirface of the nucleus
while a flyby orbiter would observe the impact and analyzedjseta (see Fig.4.10
for a summary of the dierent phases of the approach). The impact occurred on July 4,
2005, producing a very bright cloud of dust and ice observeh the orbiter. During the
last phase of the approach, before the contact, the impaet®ralso imaging the comet
and provided very interesting images, revealing a comg@icaurface with both "old"
craterized terrains, and "younger" smooth areas @ifjl).

Albeit the impact was the main goal of this mission, a lot aéace had been done be-
fore and after. During the six months preceding the final anter many teams observed
the comet from ground-based stations in order to monitoathieity (for exampleLara
et al. (2000), but also directly from the spacecraft as it was gettirgser to its target,
leading to interesting studies of various topics from thdame temperatureQroussin
et al.(2007) to the shape model of the nucled$hpmas et al(2007)). Deep Impact has
been so successful from the technological an scientificcpoifview that the mothership
has been retargeted to visit comet 103&tley 2 in October 2010, as part of the EPOXI
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Figure 4.10: Schematic description of the flyby and impaotrSe:NASA

mission. As for Deep Impact, this project is also involvingiaternational collaboration
of ground-based observers monitoring the comet activityagproaches its perihelion in
order to plan the flyby.

As we wanted to test our model with Aie@mpel 1, we decided for a "blind" approach,
I.e. we did not consider any information published, apamfthe required input: ground-
based images published and described in detailLdna et al.(2006, rotation period
estimation of 41.85 hours frofelton et al.(2005, and a shape model as published by
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4 Application to ground-based observations

Figure 4.11: Close views of the nucleus surface gff@mpel 1, taken from the impactor
during the approach. Notice the variety of terrains, fromnbugh craterized ones to the
smooth regions. Source:NASA

Figure 4.12: Sequence of images showing the impact as saartlie mothership during
the flyby. Source:NASA

Thomas et al(2007).
Information on the rotation axis and on the active regions nat considered, but is
used in the discussion of our results.

4.2.2.2 Determination of the spin axis orientation

The first step was to estimate the orientation of the spin. aWe used the technique
described bysekaning1987) which we had already applied to determine the spin axis of
comet 73PSchwassmann-Wachmann 3, components B & C (chapfel and Vincent

et al. (20103). To summarize the process: Given images of dust comatstas; we
consider the observed patterns as produced by active thitirg sources on a rotating
nucleus. Single sources create emission cones but when sesvebthem side-on, we
detect only the borderlines of these cones, which formgtitdeatures in the enhanced
images (see Fig4.13for example). Following this approach, the projected paosiof

72



4.2 Testing the numerical model with comet®&mpel 1

the rotation axis falls in between the borders of the fans.fivgeestimate this position
from our set of observations. Then, using a trial and errpra@gch varying the rotation
axis systematically over therdphere of the nucleus, we determine the orientation of the
spin axis as the one which provides the best fit to the estanatgected orientation for

all observing epochs. Our simulation led us to conclude ab@pin model given by a
right ascension (RA) of 293and a declination (DEC) of 73with +5° of uncertainty.
This value is in very good agreement with the one retrievedhieyDeep Impact team
(RA=29%4 and DEG=73, +5°) from the flyby images, seEhomas et al(2007).

4.2.2.3 Modeling of the pre-perihelion activity

With the spin axis orientation determined, we ran our moddirtd which parameters
for the dust grains and the active regions would allow us fpaguce the activity as
observed by ara et al (2006 between January and June 2005. An example of our results
is shown Fig.4.13 This figure shows two dlierent observations of comet Aempel1l,
14 May 2005 and 5 June 2005, processed with an adaptive leafilier, and the result
of our simulation. The images display several patternsléabeiith capital letters in
alphabetical order, starting from North and turning in ati-alockwise direction. We
kept the same labels of the structures as in the paper alfaaalished by Lara et al.
Notice that the structure labeled B in our images is idemwtifie dust tail signature and
was thus not included in our simulations using the dust eomsmodel. Patterns D & E
were identified as borderlines of a cone produced by the sative aegion. Patterns A,
F, G, H belong to separate areas on the surface.

In order to reproduce the observed features, the modelres=several active regions
(labeled AR1,2,... in the text) with well constrained partane

The most active area (AR1) is located on the southern henmspatelatitude-65° +
15° and longitude 300+ 30°. The region should be extended and shows strong activity,
emitting millimeter-sized particles with a terminal veityoof 12 to 15m.s™1. The activity
is constant over the rotation cycle, with no noticeableatarn of intensity between day
and night. From the orbital elements and the determinatidheospin axis, we can esti-
mate that the subsolar position at that time remained artatitdde +15°, which means
that the southern hemisphere of the nucleus was spending abdours in the night
during each rotation. Hence the activity must be driven Wyliswation of a supervolatile
ice that does not require instantaneous illumination texate. In that respect GQce
might be a good candidate. This scenario is enforced by thdtsefromFeaga et al.
(2007 showing a strong assymetry betweesCHand CQ in the coma of 9PTempel 1,
with the CQ pattern matching the dust morphology more tha®Hthe latter being con-
centrated in the sunward direction). This active regiomat&e structures D & E in Fig.
4.13

The second area of the nucleus we identified as a possibleestarrthe dust jets is
located in the equatorial region. The orientation of the giggests that the activity is
confined to the day side of the nucleus. The structures peatiat this latitude (F, G,
& H) are oriented in sunward direction and they are straigtglightly curved towards
the tail direction. This indicates a low sensitivity of thastl to the radiation pressure.
Our simulation reproduced these jest with particles siridathe ones observed in the
southern fan (10@m to mmsize particles with low velocity), thus confirming the iaiti
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conclusion. Using the shape model, we were able to estilhatedordinates of the
active regions corresponding to structures F,G. & H. Thieuld¢ of -10 +5° is very
well constrained due to the favorable geometry of the olagenv (nucleus seen almost
side-on). Using the 3D shape model, we could also infer thgitade of these sources.
Although the uncertainty is much larger than for the lattudie estimate the following
positions:

e region AR2: latitude -1Q longitude O, creating jet F.
e region AR3: latitude -19 longitude 90, creating jet G.
e region AR4: latitude+5°, longitude 90, creating jet H.

These regions are active only during the day.

The last area of activity identified (AR5) is close to the nqrtihe of the nucleus and
is responsible for structure A in Figd.13 The strong counterclockwise curvature of
the jet, with respect to the other ones, implies smallerigiad, more sensitive to the
parameter. We estimated grain sizes smaller thaimil&hd emission velocities around
30m.st. From the images ihara et al.(2009 it is not possible to conclude about the
diurnal profile of activity for this region.

4.2.2.4 Comparison with existing results

After conducting this simulation, we compared our results the one already published
by the Deep Impact teankérnham et al. 20Q7as obtained from the fly-by images of the
spacecraft. We found a very good agreement for all the vetwliparameters, in particular
similar values for the dust size and velocity, and for theitpos of the active regions.
Farnham mentioned the existence of a jet originating4 of latitude, and observed
during the approach phase of the Deep Impact mission. Thogs not appear in the
ground-based images of the pre-impact period, probablytal@elower signal-to-noise
(S/N) ratio. The same paper infers also a possible night sidétsct the north pole; we
could not confirm this with our set of images from the predpelion period but it cannot
be excluded either.

4.2.3 Application to post impact images
4.2.3.1 Data acquisition and processing

After successfully retrieving in formation on the varioudige regions of comet

9P/ Tempel I, from the pre-impact period, we applied our modeptedict the evolu-
tion of these structures in the post-perihelion period. @a& used for this study con-
sists of broadband images, acquired in the European Sou@ieservatory of La Silla
(Chile). The exposures were taken in service mode from 17 tduly2 August 2005
with the Wild Field Imager (WFI) on the.2m MPG/ESO telescope. This instrument is
a half degree camera for the visible wavelength rangel{sep: //www.eso.org/sci/
facilities/lasilla/instruments/wfi/ for details). In order not to smear image
details due to the motion of the comet, and to avoid saturaifdhe central coma part,
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4.2 Testing the numerical model with comet®&mpel 1

14 May 2005 14 May 2005

Figure 4.13: Images of the coma structures of com¢i@mnpel 1 for two diferent days
from Lara et al.(2006. The left panels show Laplace filtered images of the coma&yravh
the filter enhances shortscale brightness features whilevieg longscales variations.
The random irregular pattern seen in the background is dtigetooise structure in the
original image. The labels identify the coma structuresesdbed in the text. The ori-
entation is given in the lower left of the images. Field ofwis 2.25x 2.25 arcmin which
corresponds to 75000 75000km at the distance of the comet. The right panels show
the simulated structures overlayed on top of the imagesyisigdche good agreement be-
tween the modeling and the observations. Notice that stred® was identified as the
dust tail signature and is therefore not included in our $atnon.
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Table 4.5: Observations Logs

Date r(AU) A (AU) PsAng() A(°) B(°) D(°) E(C) F(C) G() I(°)
1907/05 1.512 0.979 109 40 110 180 225 ND 285 330
26/07/05 1.520 1.024 108 45 108 185 225 250 285 330
02/0805 1.532 1.073 107 55 108 175 210 ND 285 335
080805 1.544 1.119 106 45 105 185 230 260 285 335

Identification of the coma structures as shown in Hgl4and Fig. 4.15 The given
position angles refer to the center lines of the structunesmay have an uncertainty of
maximum+10°. North=0°, East+90°. PsAng is the position of the extended Sun-Comet
vector. ND= not detected.

exposure series of 200s integration time for the individual images were appliEéxpo-
sures were reduced with bias and flat field removal, sky scidra and flux calibration
in photometric nights. The final images are median combirsdaguthe short exposures
of an observing night, in order to improve théNSatio and to remove the background
stars.

In the reduced images, it is usually not possible to dististydust structures, apart
from the tail, because of their low intensity with respecttie coma background. Dif-
ferent enhancing techniques can be used to display inhiera&totres. We applied two in-
dependent methods: (1) adaptive Laplace filtering as destinBoehnhardt and Birkle
(1999 and references therein, and (2) Larson-Sekanina filtdtiagson and Sekanina
1984). The first filter applies a Laplacian kernel to a logarithetizmage, removing all
the gradual variations (linear and second order gradirisg keeping the fine variations
of different scale depending on the width of the numerical filtee écond technique is
a direct subtraction between the original image and a rd/&tiéted version of it.

4.2.3.2 Morphology

Figure4.14 presents images from the post-impact data set. As the miagphof the
dust coma was mainly constant during the whole observataiog, we describe only
selected images representative for the whole data set (geé.E4and table4.5). From
the Laplace filtered images we can clearly recognize featabserved during the pre-
impact period like the dust tail (B), two equatorial jets (F, @1d the north pole structure
(A). The equatorial jet H is not detected in any of our imagdse southern fan does not
appear with this processing but is observed with the othbamcement technique. For
example the comparison with the Larson-Sekanina filter asvehFig. 4.15 It appears
much weaker in August 2005 than before perihelion but we cananclude whether
this is due to a poor /8l ratio of the original images or a real decrease in intenditg
notice however a strong curvature of this fan (jets D & E) ia #mti-sunward direction.
We detected a new structure (labeled | in Hgl4) at a position angle o£340 that is
present in all post impact images and that was not seen inareedt al. data set.
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Figure 4.14: Laplace filtered images showing the evolutibthe dust coma structures
of 9P Tempel 1 in the post impact period. The morphology is faidynstant, and one
can identify some of the structures observed in the pre-otnperiod as for instance the
northern jet (A), the dust tail (B), and the equatorial at§iyis). The southern fan does not
appear clearly in these images. The feature labeled (S) dul2&005 is a background
star passing through the field of view. We observed a new)jetlfich was not detected

in the pre-impact observations. Field of viewx11 arcmin (43000x 43000km at the
comet), orientation as in Figt.13 Details on the geometry of the structures are given in
Table4.5.
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Figure 4.15: Comparison between the Laplace filtered imagf€) @&nd the Larson-
Sekanina filtered one (middle). More structures are deddotéhe latter. The right im-
age shows an overlay of our simulation on top of the LarsdtaBi@a processed image.
Again we find a good agreement between our model and the @ltgemof the geometric
patterns of the dust features.

4.2.3.3 Simulation results

We applied our simulation model to this new set of imagespkegthe parameters for the
description of the active regions as determined from themppact images. The simulated
pictures match well the observations for the equatorial (siructures F & G), and our
simulation reproduces the respective features createédygns AR2 and AR3 without
changing any parameter.

The situation is dterent for the southern fan (structures D & E). Keeping theesam
parameters as before we reproduce the orientation of theutnot the curvature. In
order to match the latter in the images, we need to introducaler particles in our
model (10 to 10Qum). As said before, the southern fan is moréidult to detect in
our images, and this was first interpreted as a lowhi Sowever, the simulation shows
that we have smaller particles, which can also indicate aedse of activity in region
AR1. The geometrical conditions for the illumination of tihegion are almost the same
as during the pre-impact phase, which makes an explandtihisachange of activity by
a sudden change of illumination of the southern hemisphaiiealy.

The northern jet originating from region AR5 looks also santio the one observed in
June 2005. However, in order to fully reproduce the obsefeatlire, we need to change
the diurnal profile of activity and allow the region to emitfiees during the night. This
Is coherent with the results froFarnham et a2007) which we were not able to confirm
from the pre-impact images alone.

The jet at a position angle 6f34C (labeled 1) could be reproduced easily by an
active region ARG6 at+45° of latitude, emitting millimeter size particles with lowleeity
(12m.s %) during day time. This structure could relate to the jet obse by the Deep
Impact team already during the pre-impact phase, but not isethe images fronbara
et al. (2009. Our model could not constrain the longitude for this regibut images
of the surface show a smooth patch in the northern hemisgretend latitude 45and
longitude 270 similar to the one observed in the southern hemisphere.nibti€lear if
those patches are the source of activity, or a product déitd redeposit of material lifted
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by the sublimation) but the southern fan is clearly conreetbethe observed activity in
this hemisphere (region AR1) and it might be similar for thetinern patch.

4.2.4 Conclusions

The model, albeit simple, allows us to retrieve importamap@eters on active regions of
comet 9PTempel 1, summarized here.

1. Spin axis orientation determined from the ground-badestvation: RA= 293
and a DEC= 73 (+5°), unchanged between January and August 2005 and in good
agreement with flyby imaging results.

2. Identification of 6 active regions on the nucleus:

(a) a southern region AR1 a65° + 15° latitude and 300+ 30° longitude, close
to a smooth area on the nucleus. Its activity does not chaittyeday/night
time, indicating a dferent material than }O for the sublimation. This region
gives rise which gives rise to the fan (D,E) in the observeages.

(b) 3 strong equatorial regions are identified in the prehgdion period emitting
millimeter size particles at low velocity(( 12m.s %) during day time. These
areas are located at the following coordinates (latitunlggitude): AR2(-10,
0°), AR3(-10,90°), AR4((*,90°). The latitude values have an uncertainty of
+5°, longitudes are only roughly estimated. They are respta§i the jets
(F, G, H) in the pre-perihelion exposures.

(c) aregion close to the north pole (AR5), emitting partidesaller than 1@m,
also active during night time. This area produces the jet (A)

(d) an active region in the northern hemisphere (AR6) locatddtitude~ +45°,
creating the jet (I) in the post-impact images.

The connection between active regions and jets is sumnaanzable4.6.

3. In comparison with the pre-impact observations, we edtecdecrease of activity in
the southern hemisphere, which can not be explained yeaeice in illumination,
the conditions being fairly the same.

Using this model one can retrieve information atelient scales: physical properties
of the dust (grain size, terminal velocifyratio), and localization of the active regions at
the surface, along with good constrains on the diurnal igtprofile. As stated before,
the results obtained here depend strongly on the qualitgeoEhape model, because we
assume an ejection of dust mainly normal to the surface. &¢samption is realistic for
9P/ Tempel 1: it has been observed from the spacecraft, and whkred in the modeling
of ground based observations, this assumption leads torgsatts. However it might not
be true for other comets and has to be considered carefuilg.stme simulations done
with a spherical nucleus would lead to similar results fa tlust properties but would
provide wrong initial direction of emission and thus prelves to localize precisely the
active regions. Therefore, this model should always be usta realistic estimation of
the shape of the comet one wants to study.
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Table 4.6: Local coordinates of the active regions and astsatjets

Active region Latitude{) Longitudef) Associated jet(s)

AR1 -65 300 D,E
AR2 -10 0 F
AR3 -10 90 G
AR4 0 90 H
AR5 80 0 A
ARG 45 270 F

Summary of the localization of the active regions at theam@fof the nucleus, and asso-
ciated jets. Coordinates are given with an uncertaintyd.

Our results obtained from modelization of ground-base@oiadions agree well with
those from in-situ measurement and the model is able to nealistic predictions for the
evolution of the structures. This can be of interest in tlping of future missions like
Rosetta for which any information on the position of activgioes must be known long
enough in advance in order to adjust the trajectory of thegend avoid any hazard. An
other outlook of this study would be to combine this simaas with a good photometric
model of the coma in order to estimate not only the dynamiaehimeters of the dust but
also the flux and photometry of the jets.
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Figure 4.16: Complete series of Laplace filtered images foret®@RPTempell, display-
ing the morphological evolution of the dust coma in July angyAst 2006. Images are
displayed following a chronological order with one image ga&y from July 17 to August
11, except July 20 and 24 as no observations were recordduesa two days.
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Figure 4.17: Continued from Fig.8.



5 Discussion and outlook

5.1 Main results

Now that we reach the end of this thesis, it is time to look aatdtas been achieved and
see how this work can be integrated to the general field of tanpeesearch.
We can summarize this study with the three following comnititns:

1. revealing coma structures in ground-based observationsgh advanced image
processing techniques,

2. developing a new model of the structures using realisstiaptions on the shape
of the nucleus,

3. apply this generic model to real cases to infer importaoperties of diferent nu-
clei.

We will discuss now these three points, insisting on whatldeesy done, but also on
the dificulties we have encountered and how things could be improved

5.1.1 Image processing

Image processing techniques are widely use in astronondyaenof particular interest

in the frame of coma structure analysis. Besides the usuaépsing required to correct
the images from the noise or instrumenttikets, special enhancement of the exposures
are needed to reveal the patterns embedded in the coma. A@omroblem in image
filtering is to understand whether everything we see in thal fimage is real or some
artifacts have been introduced during the processing.oPtris work consisted in testing
different filters and techniques in order to decide which ones $hé best for a given
image. Among the techniques implemented we found that thieobaSekanina filter,
which is one of the most widely used, provides good resultiseforiginal image is not
too noisy, or if the signal of the structures is not too lowhwieéspect to the background.
In the latter case, we would rather use a non-linear filtex the adaptive Laplace one,
which might display the structures with less details thaifi@aence filter but will detect
most of them even in the case of very poor ratio simase. We do not recommend the
use of a radial normalization filter; if it detects patternghe coma, it introduces also
artifacts which are sometimesfiiicult to separate from the real features. In any case,
a parallel processing with filerent filters (linear and non-linear for example) is highly
recommended for all images.
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5.1.2 Numerical model

Developing a numerical model of dust coma structures has tie most challenging
work of this thesis. We wanted to start with a new approacluding constraints on the
shape of the nucleus and the size of the active regions initi@agion. This method
had never been tested extensively before and is thereforest' Yiorldwide. During
the process of implementing the model as a MATLAB code, wedasome dficulties,
especially because of the numbers of parameters to coneideder to perform a true
inversion from the ground-based images to the local agtatithe surface of the nucleus.
We finally opted for an hybrid approach: in a first step we infer spin axis orientation
with a direct inversion from the images of the structureaviling that we have enough
exposures, a unique solution can be constrained easilysée@nd step, we simulate the
coma structures with a trial-and error approach combingld educated guesses for the
starting parameters. Although we would prefer to have actireersion (whether it is
possible or not is still debated), this technique has pratgedf very dficient.

5.1.3 Application to real objects

As stated in Chapted we obtained interesting results for comets /&fHiwassmann-
Wachmann 3-B,C and 9Rempel 1, which are in excellent agreement with existing-pub
lications from in-situ measurements. The most interestesylt being the fact that we
could use our model not only to localize the active regionthatsurface of Tempel 1,
but also to describe precisely the activity in terms of daliprofile, size of the grains, or
velocities involved.

Itis clear that ground-based observations cannot comp#iespacecraft data in terms
of resolution, however this study shows that when combinild &/good modeling they
can provide significant information, even on the nucleu$aseritself, which is not di-
rectly observable from Earth when the comet is active.

5.2 Outlook of this work

5.2.1 A new tool for studying comets

When we started this work, we were wondering whether we coeNgldp a new model
of coma structures, and if this approach would be positivetha& end of this PhD, we
have finally reached a step where we find ourselves confidenttiaé numerical model
we have developed, in terms of both implementation choioelsrasults achieved. We
have now a new tool for cometary research which allows usfés important parameters
and constrains on the activity of any comets for which oketgons of coma structures
are available. Of course the model is still not perfect anédweealready working on some
improvements. For instance we want to implement a moresteaphotometric model.
For now we can only retrieve dynamical parameters of the duehs. With a better
photometric model, we might be able to infer also the flux otipkes emitted, therefore
bringing new insights on the activity.

An other outlook concerns the determination of the nucldwegps. We have seen
that it is an important parameter for the simulation, thereif not available we have to
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find a way to constrain it and the coma structure model canaatsed for this purpose
(albeit to some extent we can use it to exclude some shapesar&d\how looking in the
direction of light curve inversion, from ground-based alvagons of the same target at
large heliocentric distance when the nucleus is inactiv@s has been done heavily for
asteroids but so far only a few attempts have been takendotiné shape of a cometary
nucleus.

Meanwhile, as we have already a good working model, we plaapfdy it to as
many comets as we can. Many observations of coma structtgesvailable for many
comets, some of them never published or analyzed with maadslthan a morphological
description. Among them one immediate target of interetéscomet 67F-huryumov-
Gerasimenko.

5.2.2 Nexttarget: 67PChuryumov-Gerasimenko

Discovered on on September 11, 1969 by Klim Ivanovich Chugurand Svetlana
Gerasimenko this comet will probably be the most studied asdt is the target of ESA's
mission ROSETTA. The main purpose of this mission is to caedan extensive survey
of the cometary nucleus by landing a module at the surfacefsitu experiments while
an orbiter will orbit around the comet for at least severahths. This project is incredi-
bly challenging from both scientific and technical point aédws, and the knowledge we
will gather can be invaluable for our understanding of canet

However we still now very little about the nucleus itselfdamhile we still have time
(encounter scheduled for 2014) it is good to start lookingemodetails at the activity and
see if we can provide support to the spacecraft team. So faaweobserved many coma
structures around this nucleus, indicating the presenaetfe regions at the surface. We
are planning now to start analyzing the images with our maddlsee if we can constrain
the location of these regions at the surface and the prepetithe dust grains emitted as
they could be an hazard for the spacecratft.

Figure 5.1: Left panel: Dust coma structures in a Laplacer&l image of comet 67P
acquired on 1@3/2009 from Calar Alto observatory (Source: Luisa-Maria Lgexrsonal
communication). Right panel: artistic rendering of the Busl of comet 67P with the
lander Philae and the orbiter ROSETTA (Source: ESA).
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A Celestial Mechanics: A short
reference

This appendix summarizes the orbital calculations we imgleted in our model. It is
assumed that the reader has already some experience vaghdbiecepts. Hence, the text
should be considered only as a short reference for the @qsatind not a complete text
book on celestial mechanics.

A.1 Basic mechanics and Kepler’'s laws

Comets, as any object in the Solar System follow kepleriaiiabound the Sun. Kepler
defined these orbits with three laws:

1. The orbit of every object orbiting around the Sun is arps#i with the Sun at a
focus.

2. Aline joining the object and the Sun sweeps out equal ateasg equal intervals
of time.

3. The square of the orbital period is proportional to theecabthe semi-major axis
of its orbit.

In mathematical terms, and for an elliptic orbit, these lanesrepresented by:

First law: ax(1+9
x (1 +
r=——-=~ A.l
1+ ecosy (A1)
Second law:
1,. C
EI’ y = E (A2)
C2
with — = gqx(1+e (A.3)
)i
Third law: 12 42
T
_ -7 A.4
2" (A.4)

In these equations, is the distance from the Sun,the perihelion distances the
eccentricity,v the true anomaly (i.e. the angular position on the orbit witk: 0 at
perihelion),u = GM, = 1.32x 10'*knm?.s72, C a constant obtained from the second law,
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v is the angular velocityT is the orbital period and the length of the semi-major axis of
the orbit.

Note: In the case of elliptic orbits, the perihelion distans given byg = a(1 — €)
wherea is the semi-major axis of the ellipse. Using this relationcae replace|(l + €)
with a(1-€?) in equationsA.1 andA.3. For parabolic and hyperbolic orbits the equations
must be slightly modified. In the parabolic case 0) andq = a, while for an hyperbolic
orbit we havee > 1 and therefore we must defige= a(e — 1).

These orbits are generally defined by a set of parameteesiaaibital elements, that
are in theory sfiicient to calculate the position of the comet at any time. llitg
these parameters evolve with time. The Sun is not the onlgceaf gravity in our Solar
System and orbits may be perturbed by the gravitationadacti the giant planets, mainly
Jupiter. Usually orbital elements are defined for a certgioch and within it they are
good enough to calculate the object positions without idicig any perturbations, unless
the orbit passes too close to one of the giant planets. Odléements are available in
different sources but we found very convenient to use the ordol€ HHORIZONS" from
the NASA Jet Propulsion Laboratohgtp://ssd. jpl.nasa.gov/horizons.cgi. Figure
A.1 gives an overview of the main orbital element and their gdana implications for
an orbit. The seven following parameters are the only onesege to constrain the orbit
and the motion of the comet:

e e = eccentricity (Gcircle, 0-I=ellipse, Eparabola>1=hyperbola)

e a= semi-major axis

I = inclination to the ecliptic

Q = longitude of the ascending node

w = argument of perihelion

e N =mean motion (degregiay)

M = mean anomaly (0 at perihelion; increases uniformly withelim
e T, = reference epoch (Julian Day)

Note to the reader: Unless stated otherwise, distancedveagsameasured in astro-
nomical units and angles in degrees in all the equations®ttiapter.

A.2 From orbital elements to Right Ascension and Decli-

nation
In the following session, we present the calculations foeliiptic orbit as it is the only
one implemented in the code. Indeed they represent the iyagdrobserved comets

while hyperbolic orbits account for a minority of bodiesveay our solar system and
parabolic orbits can be approximated with very elongatkpiiel orbits.

88



A.2 From orbital elements to Right Ascension and Declination

P1

Figure A.1: Schematic of a keplerian orbit and the assotiatbital elements. P1 is the
orbital plane of the object we want to study, P2 the eclipiicbital elements are defined
in the text. Source: httpen.wikibooks.orgwiki/File:Orbital _elements.svg

In order to know the position of the comet in the sky, one neledsalculate the
following quantities:

Mean anomalyM,s at time of observation:
Mobs= M + n X (Tops— To) (A.5)
Eccentric anomal¥g, calculated by iteratively solving Euler’s equation:
Mobs = E — esin(E) (A.6)

True anomaly and distance to the Sun

v = 2X (arctar{ o / %g tan(%))] (A.7)
_ax(1-¢€)
" T Tiecosr (A-8)

Heliocentric ecliptical polar coordinates of the comet:

NA = arctar(t?gs(f:))) (A.9)
NL = arctar(tan(NA+ v)cosi) (A.10)
L = Q+NL (A.11)
B = arctar(sin(NL)tan()) (A.12)
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wherelL andB are respectively the ecliptical Longitude and Latitudehaf tomet.

Finally we can transfornb and B to get the cartesian position of the comet in the
ecliptical frame:

X, = rcos@)cos(l) (A.13)
Yn = rcos@)sin(L) (A.14)
z, = rsin(B) (A.15)

By now, we know already the position of the comet in the helndige ecliptical frame
in two different coordinate systems (polar and rectangular). Thestegtis the calcula-
tion of this position in a geocentric frame. This means thastould first calculate where
Is the Sun in this frame, then transform the coordinatesettmet in the new frame.

The geocentric ecliptical coordinates of the Sun can beimdxdausing an algorithm
proposed byMeeus(1998. This technique uses a series of numerical values detetmin
from observations, and considers the Earth orbit as a plipsel(we neglect any per-
turbations from the Moon or the other planets). The prenisiotained with this method
(0.07T) is good enough for our needs. A summary of the algorithnovest

Fraction of time since the beginning of the current epoch:

_ Tops— 24515430

36525 (A.16)
Geometric mean longitude of the Sun:
L, = 28046645+ 3600076983 + 0.0003032° (A.17)
Mean anomaly of the Sun:
M, = 35752910+ 3599905030 + 0.00015592 — 0.00000048* (A.18)

Eccentricity of the Earth’s orbit (i.e. eccentricity of tisain’s orbit in a geocentric
frame):

& = 0.016708617- 0.000042037 — 0.0000001236° (A.19)
Sun’s equation of cent&,:

C = (1.9146-0.00481% — 0.0000142) sin(M) (A.20)
+ (0.019993- 0.00010%) sin(2M) (A.21)
+ 0.00029 sin(3/,) (A.22)

Sun’s true longitude and anomaly:
AO = L@ + C@ (A23)
Vo = Mg+Cqy (A.24)
From there we can calculate easily the geocentric ecliptmardinates of the Sun:
R, = 1.000001018« 1-¢ (A.25)

- 1+ ecosf.) '

Q, = 12504-1934136r (A.26)
Lo = Ag—0.00569- 0.00478 sinQ,) (A.27)
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And its geocentric cartesian coordinates:

Xo = Rycoslo) (A.28)
Yo = Rosin(Lo) (A.29)
z = 0 (A.30)

Note: The geocentric frame we use share the same main plané¢heiheliocentric
frame (ecliptic plane). Therefore the latitude of the Suthis frame is always zero.

So far we have defined the position of the Sun with respect éoB#rth, and the
position of the comet with respect to the Suarthe same ecliptic frameTherefore the
position of the comet with respect to the Earth is easilywdated by taking the sum of
the two vectors:

X = rcos@B)cosl) + R,coslo) (A.31)
= rcos@)sin(L) + R, sin(Ly) (A.32)
z = rsin(B) (A.33)
And the distance between the Earth and the comet is the notinmsaiew vector:
A= X+y2+ 7 (A.34)

We have now obtained all what we need to project the posititimeocomet in the sky.
However we did not take into account the fact that the comebesseveral astronomical
units from us and its real position is not exactly the one vedsmzause of the time the light
need to travel from the comet to our observatory, and beazfuke Earth’s motion during
the observation. This phenomenon is calidahetary aberratiorand can be corrected by
defining a new observation time:

Tobsnew = Tobs— A/C  (Cthe speed of light) (A.35)
= Tops— 0.0057755183% A (for cin AU.s™) (A.36)

We can then inject this new observing time in equattoh and run again the same
algorithm to calculate a better value for the coordinatesusftarget.

The geocentric ecliptical cartesian coordinates can besrted in angular coordinates
easily:

A

arctar(%) (A.37)

z
arctar(m) (A.38)

We can convert these angular coordinates to Right Ascensidmaclination, using
the fact that the Earth equator is tilted with respect to ttlgec, with an anglee =
234392911111111

B

RA - arctar(sm(/l) COoSE) — tan(B) sin(e)) (A.39)
cos(l)
DEC = arcsin(sin(/l) cos3) sin(e) + sin(B) cos(s)) (A.40)

This values are given in degrees. To be consistent withfti@ad notation, we finally
convert RA to [hours, minutes, seconds] and DEC to [degrees)iautes, arcseconds]
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A.3 From the nucleus to our plane of sky

When dust particles are emitted from the nucleus surfacg, filew also a keplerian
which differs from the nucleus one as explained in chafterinstead of calculating
their orbit directly in the geocentric frame, it is easierctampute first the positions in
a cometary-centered frame, and convert them later to ga@zenordinates and sky po-
sitions.

For the sake of clarity initial positions are defined in ladié and longitude in the local
cometocentric frame:

e center= nucleus center
e main plane X, Y) is the equatorial plane
e zcompletes the frameX(Y, Z) and points to the positive pole of the nucleus.

We transform them into a new coordinates system: the coraetoc frame, which is
an orthogonal frame defined as follows:

e center= nucleus center
e main planeZ,Y) is the orbital plane, wittX pointing to the Sun
e zcompletes the frameX(Y, Z) and points to the positive pole of the orbit.

This transformation is done by rotating the frame aroundaxis Y with an angle
(90° — 1) and around the axig with an angle-(® + v). These rotations can be understood
easily if one considers how the spin axis orientation is @efin | is the angle between
the rotation axis of the nucleus and the orbital plan®, is the angle of the projected
direction of the spin axis on the orbital plane at perihelidn= 0° being the direction of
the Sun at perihelion.

The transformation is implemented in the code with an algiedormula where each
rotation is represented by its matrix:

X cos@+v) —sin@+v) O sinl) 0 cos() X
z comet. orbit. comet. equ.
(A.41)

sin@+v) cos@+v) O 0 1 0 y
0 0 1 —cos() 0 sin() z

In the orbital frame, the acceleration acts only alongXrexis. Therefore after a time

t, the new position of a dust particle can be expressed as:

1
X = Xo+ Voxt— éaot2 (A.42)
Y = Yo+ Vot (A.43)
Z = Zp+ Vot (A.44)

Wherev, is the initial velocity andag the combination of solar gravity and radiation
pressure as defined in Gh.

The conversion between this frame and the geocentric onenis through several
rotations:
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¢ we define first some angles for the rotations:

— @ is the angle between the orbital north pole and the vectbogrdnal to the
plane Sun-Comet-Earth

— STOis the angle Sun-Target-Observer
— PsAngs the angle the extended Sun-comet radius vector makesheitBarth
North direction in the exposures.

e rotating the cometocentric frameé,(Y, Z)comet around its axisX with an angled
aligns the axig with the normal of the plan Sun-Comet-Earth.

e rotating the frame around this ax@swith an angleS T Opoints the axisX to the
Earth.

e Thefinal frame has now i axis parallel to the line of sight, the plaieZ identical
to the plane of sky, with the axisnormal to the plane Sun-Comet-Earth.

¢ the last step consist in orienting the plaiveZ) in order to have the Earth north pole
direction to the top and the East direction to the left in thalfimage. This is done
by rotating the frame around the axswith the angle 96- PsAng

The whole transformation is implemented in the code withlgelaric formula where
each rotation is represented by its matrix:

X 1 0 0
y =| 0 —sin(PsAng - cosfPsAng
Z J 0. equ. 0 cosPsAng -sin(PsAng

cosSTQ -sinSTO 0 1 0 0 X
x( sinETQ cos€STQ O }x[ 0 cosf) -sin@) }x[ y } (A.45)
0 z comet. orbit.

0 1 0 sin@) cosp)
And we finally obtain the projected position of the particieour plane of sky.

RA [ RA y
( DECL)d | ‘( DECL) +( z) (A.46)
ust grain nucleus geo. equ.
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B COSSIM User Manual

B.1 Introduction and programming choices

This appendix describes the program COSSIM (COma Structuhdsl&or) we devel-
oped in the framework of this PhD thesis. The original varssadeveloped as a MATLAB
package but can also be distributed as a standalone conweileidn. Both versions are
independent from the computer operating system.

One of the choices we had to face during the development waedme how to
organize the interaction between the user and the code.érfegpworld one has a set of
images displaying coma structures and wants the prograeptoduce these structures
and return the parameters ensuring the best simulatiorrefidre the software would act
as a black box fed with images and giving back informationt@nrtucleus activity.

In reality this perfect inversion is flicult to achieve. A typical inversion routine works
by trial and errors, the code refining all the parameters $slfiin order to achieve the
best result. The problem here is how to define what is a "goalilréor the computer.
We usually simulate the motion of particles and produce agerof the structures which
we compare to the original images. Our simulation has ugwaltlean look, whereas
the original images are noisy, with the structures parttidbn in the coma background.
If the comparison is easy for the human eye, it is much mditecdit for the computer.
Therefore, as explained is Chap&we do not perform a direct inversion but a trial and
error approach, where the user changes himself the maimpéees of the simulation and
compares the results with the real observations directhjithrany other image processing
software.

However, in order to make this approach more user frienddgleveloped a graphical
interface (GUI) which makes the whole process easier anushbe user to understand
better the geometry of the nucleus and the behavior of thiepduiscles.

B.2 User Manual

B.2.1 Configuration files

Once launched, the GUI is self fgient for defining the parameters and running the
simulation. However in order not to clutter too much the thgpwe decided that some
parameters had to be defined externally in a configurationTiese parameters are the
ones very unlikely to be changed for a given simulation, rigrtiee orbital elements of
the comet (necessary file) and the shape model of the nudetier{al, required only if
the option is activated in the GUI).
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B.2.1.1 Orbital elements

The orbital elements file will be interpreted as a MATLAB gtrand should be written
with the following syntax:

% WARNING : The order for writing these orbital elements
% does not matter but the syntax MUST be preserved.
%

% e = eccentricity

% a = semi-major axis (AU)

% QR = perihelion distance (AU)

% inc = inclination to the ecliptic (degrees)

% OM = longitude of the ascending node (degrees)
% w = argument of perihelion (degrees)

% TO = reference epoch (JD)

% n = mean motion (degrees/day)

% M = mean anomaly (degrees)

% Tp = time of perihelion passage (JD)

% orbital elements for 9P/Tempel 1
e = 0.5171007800527672;

a = 3.123820882622393;

QR = 1.50849066747323;

inc = 10.52698377735023;

OM = 68.93306928065827;

w = 178.926168693708;

TO® = 2454771.5;

n =0.178515071;

M = 216.81533185837;

Tp= 2455573.587280078; % = 12/01/2011

B.2.1.2 Shape model

We explained in Chapte3 that we used our own format to define the shape model of
the nucleus. To get it is rather easy. If the shape is alreaflpet in the standard OBJ
format, it can be converted directly to our internal formgttbe routineloadModel .m.
Otherwise, the original format needs to be converted fir@BJd. As it is a standard, all
softwares dealing with 3D creation are able to write a filehis format.

B.2.2 Graphical interface

From the MATLAB command line, the program is launched by gpihe command "cos-
sim”. COSSIM displays two slightly ffierent interfaces according to the mode selected
by the user.

1. the "Regions” mode displays a 3-dimensional view of the eusland helps to
define the position of the active regions, but also to undatsthe relative position
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of the Sun and the observer with respect to the nucleus, aititumination of the
surface.

2. the "Image" mode displays the simulation results as it d/dea seen from the ob-
server and can export the final image as a *.fits file.

All parameters concerning the simulation can be changedaatively in both interfaces.
By default, the program starts in "regions” mode as in Big-

llcossm v0.9.5 - 0510/09 = ClEd
Mucleus Parameters
Spin Axiz [, PHI] | [70, 30] Rotation Petiod (k) 4.1 .35 Radiuz (km) 3.0 orl:;it_elem_ﬁ
Definttion of active region(s) [21,25,270,280] extended regions Shioi Regions] [ Shov Image

Dust Parameters
(Size (microns) | [100,1000] |

— Simulation Parameters

Tabs [yyyymmdd] | [20056,1] [ animate
Integ. time (h) | 240 Irteg. time step (min) 3
nb particles emitted every step 100 |

image size [w h] | [700,700] | resclution ("."px). 0193
|:| redions active only if sunlit
F s sisioession

[[] show spin axis orientation

[[] use phatometric madel
|:| show distances (15,10 000 km)

bolmagest1 _SJun0s fis |:| original image

Sohodelzt1 mat load 3d moclel

simulation fits export FITS

Figure B.1: COSSIM GUI, "Regions" mode

The GUI is divided in four elements:

B.2.2.1 Nucleus parameters

The first box in the interface defines the main parametersithésg the nucleus: name
of the file containing the list of orbital elements, radiudloé nucleus, rotational period,
orientation of the spin axis, and position of the activeoegi Included in this box are also
the buttons "Show Regions" and "Show Image" for switching betwibe two interfaces.

Note 1: The spin axis is given with its coordinate& @ as defined irvincent et al.
(20109, i.e. 1 is the angle between the spin axis and the orbital planedansl the
longitude of the spin axis at perihelion, with zero longiwadong the extended sun-comet
vector at perihelion.

Note 2: Active regions are defined with their local coordasaat the surface in the
form:

[ latitude 1, longitude 1, ..., latitude longituden].
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If the option "extended regions" is selected, regions shbaldefined by their limits
in latitude and longitude:

[latitude min 1, latitude max 1, longitude min 1, longitude max 1, ...].

There is no limit in the number of active regions defined atsdume time, however it
is not possible to have in the same simulation point sourgiems and extended ones.

B.2.2.2 Dust Parameters

We have seen in Chapt&rthat the dust motion depends on many parameters but all
of them can be estimated realistically from the grain siztrithution. Hence the user
defines the dust by simply indicating a range of size in mi@tars for the distribution

of particles. The calculation of all the other parameteeddgity, 3, ...) is done internally
and cannot be modified from the interface. However one caplgiedit the code and
modify the equations as needed. The routines are well conetieso it is quite easy to
change any parameter in order to achieve a better simulation

B.2.2.3 Simulation Parameters

. The first two set of parameters were describing generalgpties of the comet. The last
one contains specific parameters for the simulation ithelbrder to translate the activity
into an image, the program needs to know:

¢ the observation date,

¢ the integration time in hours (i.e. when the "oldest" pagicin the image were
emitted. Typically a few days),

e integration step in minutes. Indicates to the program whbesntit particles in the
time frame defined above.

e number of particles emitted at each step,
e size (in pixels) and resolution (in arc secgpdel) of the final image,
e a button "Run" to start the simulation,

e several options that will be discussed later on.

B.2.2.4 Display

The final element of the GUI is the display. It displays a clagev of the nucleus or the

final simulation of the coma structures, both views orierstedve would see them at the
time of observation. The program switches automaticallhé"Image” mode when the
"Run" button is clicked (see Fid3.2).
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B.2.2.5 Options

Several options are available to enhance the simulationadenstand better the display:

¢ "Regions active only when sunlit". By default active regions @ways emitting
dust. If this option is selected, the activity will be modexhby the illumination at
the surface.

e "Use photometric model”. Unless this option is activatediiplas are all consid-
ered to emit light with the same intensity, which means thal fimage in this case
Is simply a count of particles per pixel. It helps to undemndtéthe dynamics of the
dust but it is better to activate the photometric mode whemest to compare with
areal image.

e "Show spin axis orientation” and "Show Sun direction". In the 'IBeg"' mode, the
spin axis and the direction of the Sun are always displaydwes@& options make
this information available also in the "Image" mode if needdidcan be useful
sometimes to understand theets of the projection from a 3D situation to a 2D
image.

e "Load original image". This option allows to compare diredtig simulation with
the reality by displaying the results on top of the origimahge of the coma struc-
tures. See FigB.3for an example.

e "Load 3D model". If this option is selected, the user must etitername of file
containing the shape of the nucleus.

e "Export FITS" saves the simulated image.

B.2.2.6 Outputs

Beyond the simulation of coma structures we want to retrisu@ach information as we
can on the activity. For this purpose, the program does nigtdieplays the simulated
structures but prints also several information and parareatalculated throughout the
simulation process:

e summary of all options selected, and parameters definedeoysibr.
¢ total number of particles in the image,
e size, velocity, ang distribution.

These informations are added to the header of the FITS image exported.
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B cossiM vo.9.5 - 0510109 el
Mucleus Parameters
Spin Axiz [, PHI] | [70, 30] Rotation Petiod (k) | 41.85 Radiuz (km) 3.0 orbit_elem_T1
Definttion of active region(s) [-60,0] D extended regions Shioi Regions] [ Shov Image

Dust Parameter:
(Size fmicrons) | [100, 1000]

— Simulation Parameter:

Tabs [yyyymmdd] | [20056,1] [ animate
6.400
Integ. time (h) | 240 Irteg. time step (min) 3

ik particles emitted every ste 100
5.39 P v aen

image size [wh] | [F00,700] | resolution (") 0193

5.353 [[] tegions active only if sunli

5.389 show Sun direction
show spin axiz orientation |
uze photomettic mode]

|:| show distances (15,10 000 km)

6.385

bolmagest1 _SJun0s fis original image
5362 B

Sohodelzt1 mat load 3d moclel

simulation. fits [ exportrms

B.378

12863 12868 12.873 12.878 12.883 12.888 12893

Figure B.2: COSSIM GUI, "Image" mode

B COSSIM v0.9.5 - 05/10/09 9 =t <
-Mucleus Parameters
Spin &xis [I, PHI] | [70,30] | Rotstion Period (k) | 41.85 Radiuz (km) 30 orhit_elem_T1
Definition of active region(s) [-60,0] |:| extended regions Showe Regions] [ Showe Image ]

Dust Parameter: :
Fize {microns) | [100,1000] ‘

— Simulation Parameter:

Tohs [yyyy mm,cid] [2005,6,1] [] animate
Integ. time (h) | 240 Irteg. tirre step (ming 3
nk particles emitted every step 100

image size [wh] | [700,700] | resoldtion ()| 0193
|:| redions active only if sunlit

shaw Sun t;liredion.

show spin axis orientation |

use phaotometric mace!
|:| show distances (15,10 000 km)

bolmagest! _SJun0s fis original image

SohdodelzA mat load 3d model

simulation.fits | export FITS

Figure B.3: COSSIM GUI, "Image" mode with original image digf@d under the simu-
lation.
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